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1 Arithmetic in Z Revisited

1.1 The Division Algorithm

Axiom 1.1 (Well-Ordering Axiom). Every nonempty subset of the set of nonnegative integers contains

a smallest element.

Theorem 1.2 (The Division Algorithm). Let a, b be integer with b > 0. Then there exist unique integers

q and r such that

a = bq + r and 0 ≤ r < b.

1.2 Divsibility

Definition 1.3. Let a and b be integers with b ̸= 0. We say that b divides a (or that b is a divisor of a, or

that b is a factor of a), if a = bc for some integer c. We denote “b divides a” by b | a and “b does not divide

a” by b ∤ a.

Lemma 1.4. Suppose a, b are integers. Then

(i) a and −a have the same divisors;

(ii) a | 0 for all a ∈ Z;
(iii) 1 | a for all a ∈ Z;
(iv) if a ̸= 0 and b | a, then |b| ≤ |a|;

Corollary 1.5. Every integer a ̸= 0 has only finitely many divisors.

Definition 1.6. Let a, b, c be integers. If c | a and c | b then we say c is a common divisor of a and b.

Lemma 1.7. Let a, b, d ∈ Z be integers. If d | a and d | b, then d | ma+ nb for any m,n ∈ Z.

Definition 1.8. Let a, b are integers such that not both are zero. The greatest common divisor (gcd) of a

and b is the integer d that divides both a and b. In other words, d is the gcd of a and b provided that

(i) d | a and d | b;
(ii) if c | a and c | b, then c ≤ d.

The greatest common divisor of a and b is denoted by (a, b).

Theorem 1.9. Let a, b are integers such that not both are zero, and let d be their greatest common divisor.

Then there exist integers u and v such that d = au+ bv.

Corollary 1.10. Let a, b are integers such that not both are zero, and let d be a positive integer. Then d is

the greatest common divisor of a and b if and only if d satisfies:

(i) d | a and d | b;
(ii) if c | a and c | b, then c | d.

Theorem 1.11. If a | bc and (a, c) = 1 then a | c.

Definition 1.12. We say that a, b ∈ Z are relatively prime if gcd(a, b) = 1.
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1.3 Primes and Unique Factorization

Definition 1.13. An integer p is said to be prime if p ̸= 0,±1 and the only divisors of p are ±1 and ±p. If
p is not 0,±1, or prime, then it is composite.

Lemma 1.14. Let p, q be integers. Then the following are true:

(i) p if prime if and only if −p is prime;

(ii) if p and q are prime and p | q, then p = ±q.

Theorem 1.15. Let p be an integer with p ̸= 0,±1. Then p is prime if and only if p has the following

property: whenever p | bc for integers b, c, then p | b or p | c.

Corollary 1.16. If p is prime and p | a1a2 · · · an, then p divides at least one of the ai.

Theorem 1.17. Every integer n, except 0,±1, is a product of primes.

Theorem 1.18 (The Fundamental Theorem of Arithmetic). Every integer n except 0,±1 is a product

of primes. This prime factorization is unique in the following sense: if n = p1p2 · · · pr and n = q1q2 · · · qs
where each pi, qj are prime, then r = s and the q’s can be reordered (and relabeled) such that p1 = ±q1, p2 =

±q2, . . . , pr = ±qr.

Corollary 1.19. Every integer n > 1 has a unique form n = p1p2 · · · pr, where each pi is positive and prime

and p1 ≤ p2 ≤ · · · ≤ pr.

Theorem 1.20. Let n > 1. If n has no positive prime factor p such that p <
√
n, then n is prime.

2 Congruence in Z and Modular Arithmetic

2.1 Congruence and Congruence Classes

Definition 2.1. Let a, b, n be integer with n > 0. Then a is congruent to b modulo n provided that n divides

a− b. In that case, we’d write a ≡ b (mod n).

Theorem 2.2. Let n be a positive integer. For all a, b, c ∈ Z,
(i) a ≡ a (mod n);

(ii) if a ≡ b (mod n), then b ≡ a (mod n);

(iii) if a ≡ b (mod n) and b ≡ c (mod n), then a ≡ c (mod n).

Theorem 2.3. If a ≡ b (mod n) and c ≡ d (mod n), then

(i) a+ c ≡ b+ d (mod n);

(ii) ac ≡ bd (mod n).

Definition 2.4. Let a and n be integers with n > 0. The congruence class of a modulo n, denoted [a], is

the set of all integers that are congruent to a modulo n, that is,

[a] = {b | b ∈ Z and b ≡ a (mod n)}.

Theorem 2.5. Let a, c, n be integers with n > 0. Then a ≡ c (mod n) if and only if [a] = [c].
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Corollary 2.6. Two congruence classes modulo n are either disjoint or identical.

Corollary 2.7. Let n > 1 be an integer and consider congruence modulo n.

(i) If a is any integer and r is the remainder when a is divided by n, then [a] = [r].

(ii) There are exactly n distinct congruence classes, namely, [0], [1], . . . , [n− 1].

Definition 2.8. The set of all congruence classes modulo n is denoted Z/nZ (read “Zmod n”).

Lemma 2.9. The set Z/nZ has exactly n elements.

2.2 Modular Arithmetic

Theorem 2.10. If [a] = [b] and [c] = [d] in Z/nZ, then

[a+ c] = [b+ d] and [ac] = [bd].

Definition 2.11. Addition and multiplication in Z/nZ are defined by

[a]⊕ [c] = [a+ c] and [a]⊙ [c] = [ac].

Theorem 2.12. For any classes [a], [b], [c] ∈ Z/nZ,
(1) if [a], [b] ∈ Z/nZ, then [a]⊕ [b] ∈ Zn (closed under addition);

(2) [a]⊕ ([b]⊕ [c]) = ([a]⊕ [b])⊕ [c] (associative addition);

(3) [a]⊕ [b] = [b]⊕ [a] (commutative addition);

(4) [a]⊕ [0] = [0] + [a] = [a] ([0] is the additive identity);

(5) For each [a] ∈ Z/nZ, the equation [a]⊕ x = [0] has a solution in Zn (additive inverse);

(6) if [a], [b] ∈ Z/nZ, then [a]⊙ [b] ∈ Zn (closed under multiplication);

(7) [a]⊙ ([b]⊙ [c]) = ([a]⊙ [b])⊙ [c] (associative multiplication);

(8) [a]⊙ [b] = [b]⊙ [a] (commutative multiplication);

(9) [a]⊙ ([b]⊕ [c]) = [a]⊙ [b]⊕ [a]⊙ [c] (multiplication distributes);

(10) [a] · [1] = [1] · [a] = [a] ([1] is the multiplicative identity).

Definition 2.13. The same exponent notation used in oridinary arithmetic is also used in Z/nZ. If [a] ∈
Z/nZ, and k is a positive integer, then

[a]k = [a]⊙ [a]⊙ · · · ⊙ [a] (k factors).

2.3 Z/nZ is an Integral Domain

Lemma 2.14. Let a, n ∈ Z with n > 0. The element [a] ∈ Z/nZ is a unit if and only if (a, n) = 1.

Definition 2.15. Let R be a ring. For any element r ∈ R, let µr : R→ R be the “multiplication-by-r map”,

i.e. µr(x) = rx for all x ∈ R. We say that r is a non-zero divisor if µr is injective; otherwise r is a zero

divisor.

Lemma 2.16. Let r ∈ Z/nZ and let f(x) = rx for all x ∈ Z/nZ. The following are equivalent:

(i) r is a unit;

(ii) f is bijective;
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(iii) f is surjective.

Lemma 2.17. In a finite ring R, every non-zero divisor is a unit.

Definition 2.18. Let R be a ring. We say that R is an integral domain if every non-zero element is a

non-zero divisor. We say that R is a field if every non-zero element is a unit.

Theorem 2.19. Let n > 1. The following are equivalent:

(i) n is prime;

(ii) Z/nZ is an integral domain;

(iii) Z/nZ is a field.

2.4 Chinese Remainder Theorem

Definition 2.20. Given two rings R,S, their product ring is the set

R× S = {(r, s) : r ∈ R, s ∈ S}

with addition and multiplication defined by

(r1, s1) + (r2, s2) = (r1 + r2, s1 + s2)

(r1, s1) · (r2, s2) = (r1 · r2, s1 · s2)

for all ri ∈ R and si ∈ S.

Definition 2.21. Given a, n with n > 0, we let [a]n be a congruence class modulo n. If m | n, there is a

ring homomorphism Z/nZ → Z/mZ sending [a]n → [a]m for all a ∈ Z. For any integers m,n > 0, we define

the ring homomorphism

φ : Z/mnZ → Z/mZ× ZnZ

sending

[a]mn → ([a]m, [a]n)

for all a ∈ Z.

Theorem 2.22 (Chinese Remainder Theorem). The map φ is bijective if and only if (m,n) = 1.

Corollary 2.23. If n = pe11 · · · perr where pi are distinct primes, then there is an isomorphism

Z/nZ ≃ Z/pe11 Z× · · · × Z/perr Z

of rings.

3 Rings

3.1 Definition and Properties Rings

Definition 3.1. A ring is a nonempty set R equipped with two operations (usually written as addition and

multipication) that satisfy the following axioms. For all a, b, c ∈ R:

(1) if a ∈ R and b ∈ R, then a+ b ∈ R (closure of addition);

(2) a+ (b+ c) = (a+ b) + c (associative addition);
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(3) a+ b = b+ a (commutative addition);

(4) there is an element 0 ∈ R such that a+ 0 = a+ 0 = a for every a ∈ R (additive identity);

(5) for each a ∈ R, the equation a+ x = 0 has a solution in R (existence of additive inverse);

(6) if a ∈ R and b ∈ R, then ab ∈ R (closure of multiplication);

(7) a(bc) = (ab)c (associative multiplication);

(8) a(b+ c) = ab+ ac and (a+ b)c = ac+ bc (distributive laws);

Definition 3.2. A commutative ring is a ring R that satisfies:

ab = ba for all a, b ∈ R (commutative multiplication).

Definition 3.3. A ring with identity is a ring R that contains an element 1 that satisfies:

a1 = 1a = a for all a ∈ R (multiplicative identity).

Definition 3.4. A division ring is a ring with identity R that satisfies the following: for each a ∈ R, the

equation ax = 1 has a solution in R (existence of the multiplicative inverse);

Definition 3.5. A field is a division ring that also satisfies commutative multiplication.

3.2 Example of Rings

Definition 3.6. Let R be a ring. We say that an element l ∈ R is a left identity if lx = x for all x ∈ R. We

say that an element r ∈ R is a right identity if xr = x for all x ∈ R. We say that an element 1 ∈ R, is a

identity if it is both an left and right identity.

Definition 3.7. Let R be a ring with identity and let a, b ∈ R be elements. We say that a is a left inverse

to b (and b is a right inverse to a) if a · b = 1. We say that u is unit if it has both a left inverse and right

inverse.

Definition 3.8. Let R be a ring, and let a ∈ R be an element. Let µ : R→ R be the left multiplication-by-a

map, i.e. µ(x) = a · x. Let ν : R → R be the right multipication-by-a map, i.e. µ(x) = x · a. We say that a

is a non-zero divisor if both µ and ν are injective.

Lemma 3.9. The additive identity 0 is unique. The multiplicative identity 1 is unique (if it exists).

Lemma 3.10. The additive inverse −a is unique. If R is commutative, then multiplicative inverses are

unique (if they exists).

Lemma 3.11. Let R be a ring,

(i) if a+ b = a+ c, then b = c;

(ii) a · 0 = 0 · a = 0;

(iii) a · (−b) = (−a) · b = −(a · b);
(iv) −(−a) = a;

(v) −(a+ b) = (−a) + (−b);
(vi) (−a) · (−b) = ab.

If R has the identity element, then (−1) · a = −a.

Remark. Examples of rings:
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(i) The rings Z, Z/nZ are commutative with identity.

(ii) The zero ring R = 0 contains only one element 0.

(iii) For n ∈ Z, the set R = nZ is a commutative ring with identity if and only if |n| ≤ 1.

(iv) For a set X and ring R, the set of functions f : X → R such that (f + g)(x) = f(x) + g(x) and

(f · g)(x) = f(x) · g(x) is a ring.

(v) Given a commutative ring R with identity, the set S = R[x1, . . . , xn] of (multivariate) polynomials in

variables x1, . . . , xn with coefficients in R is a commutative rings with identity.

(vi) Given a ring R, the set Mn(R) of n × n matrices with entries in R is a ring using the usual matrix

addition and matrix multiplication. The additive identity is the zero matrix. If R has identity, then

the multiplicative identity is the identity matrix.

Lemma 3.12. Let R be a commutative ring with identity and set S = Mn(R). If u, v ∈ S such that

u ·S v = idn, then v ·S u = idn.

Definition 3.13. Let R be a ring and let S ⊂ R be a subset. We say that S is a subring of R if

(i) if a, b ∈ S, then a+ b ∈ S (closed under addition);

(ii) if a, b ∈ S, then a · b ∈ S (closed under multiplication);

(iii) 0 ∈ S;

(iv) if a ∈ S; then −a ∈ S.

3.3 Ring Homomorphisms

Definition 3.14. Let R,S be rings and let f : R→ S be a function. We say that f is a ring homomorphism

if

(i) f(a+R b) = f(a) +S f(b),

(ii) f(a ·R b) = f(a) ·S f(b)
for all a, b ∈ R. A bijective ring homomorphism is called a ring isomorphism. If R,S have identity and f

satisfies

(iii) f(1R) = 1S ,

then f is a unital ring homomorphism.

Lemma 3.15. If f is a ring isomorphism, then the inverse function f−1 is also a ring isomorphism.

Lemma 3.16. Let f : R→ S be a ring homomorphism.

(i) f(0R) = 0S .

(ii) f(−a) = −f(a).
(iii) f(R) is a subring of S.

If R has identity:

(iv) f(R) has identity;

(v) f(1R) = 1f(R);

(vi) if in addition f is surjective, then f(1R) = 1S .

Lemma 3.17. Let R,S be commutative rings with identity, let φ : R→ S be a ring isomorphism.

(i) a ∈ R is a unit if and only if φ(a) ∈ S is a unit.

(ii) a ∈ R is irreducible if and only if φ(a) ∈ S is irreducible.
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(iii) a ∈ R is prime if and only if φ(a) ∈ S is prime.

Remark. There are a few techniques to show that two rings are not isomorphic. Cardinality: if the number

of objects in each ring are different, then the rings are not isomorphic. Number of units: if the number

of units in a ring are different, then the rings are not isomorphic. Number of solutions to equations: if an

equation (meaningful in both rings) yields a different number of solutions.

4 Arithmetic in F [x]

4.1 The Polynomial Ring

Definition 4.1. Let R be a ring. A polynomial with coefficients in R is an infinite vector

a = (a0, a1, a2, . . .)

where each ai ∈ R and there exists an n such that ai = 0R for i > n. The set of all polynomials with

coefficients is the polynomial ring R[x]. Given a = (a0, a1, a2, . . .) and b = (b0, b1, b2, . . .) in R[x], their sum

is defined as

a+R[x] b = (a0 +R b0, a1 +R b1, a2 +R b2, . . .)

and their product

a ·R[x] b = ((a ·R[x] b)0, (a ·R[x] b)1, (a ·R[x] b)2, . . .)

has kth coordinate

(a ·R[x] b)k =
∑

i+j=k

ai ·R bk + a1 ·R bk−1 + . . .+ ak ·R b0.

for all k ≥ 0. In terms of notation, the expression a0+a1x+· · ·+anxn is equivalent to (a0, a1, . . . , an, 0R, . . .).

Lemma 4.2. Let R be a ring.

(i) The set R[x] is a ring under +R and ·R and the additive identity is 0R[x] = (0R, 0R, . . .).

(ii) If R is commutative, then R[x] is commutative.

(iii) If R has identity, then R[x] also has identity and 1R[x] = (1R, 0R, 0R, . . .).

Lemma 4.3. If a, b ∈ R[x] and ai = 0 for i > 0, then

a ·R[x] b = (a0, 0R, . . .) ·R[x] (b0, b1, b2, . . .) = (a0 · b0, a0 · b1, a0 · b2, . . .).

Lemma 4.4. The function R→ R[x] defined by f(a) = (a, 0R, . . .) is an injective ring homomorphism.

Definition 4.5. A polynomial a satisfying ai = 0 for i > 0 is called constant. By Lemma 4.4, the constant

polynomials form a subring of R[x] that is isomorphic to R.

Lemma 4.6. Let xn be the polynomial with 1R in the nth position and 0R elsewhere, i.e. (xn)n = 1R and

(xn)i = 0R if i ̸= n. For any a = (a0, a1, a2, . . .) ∈ R[x], we have

xn ·R[x] a = (0R, . . . , 0R, a0, a1, a2, . . .)

where, on the right side, each ai is in the (n+ 1)th position.

Remark. Polynomials should not be thought of as functions. For R = Z/2Z, the polynomials x and x2 define

the same function Z/2Z → Z/2Z, but they are considered different since their coefficients are different. More
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generally, if R is a finite ring, there are finitely many functions R→ R but infinitely many elements in R[x]

so by the Pigeonhole Principle there must exist a function f : R → R such that there are infinitely many

polynomials whose corresponding function is f .

Lemma 4.7. Let R,S be commutative rings with identity and let φ : R → S be a (unital) ring homo-

morphism. For every s ∈ S, there exists a unique (unital) ring homomorphism φs : R[x] → S such that

φs(x) = s and φs(r) = φ(r) for all r ∈ R.

4.2 Division Algorithm for Polynomials

Definition 4.8. Let a ∈ R[z] \ {0R[x]} The degree of a, denoted deg(a), is the largest n for which an ̸= 0R;

this an is called the leading coefficient of a, denoted lc(a). If lc(a) = 1R, then a is monic. By definition,

lc(a) = adeg(a) ̸= 0R

for all a ̸= 0R[x].

Lemma 4.9. Let R be a commutative ring with identity and let a, b ∈ R[z] \ {0R[x]}.
(i) If a+R[x] b ̸= 0R[x], then deg(a+R[x] b) ≤ max(deg(a),deg(b)).

(ii) If a ·R[x] b ̸= 0R[x], then deg(a ·R[x] b) ≤ deg(a) + deg(b).

(iii) If lc(a) ·R lc(b) ̸= 0R, then a ·R[x] b ̸= 0R[x] and deg(a ·R[x] b) = deg(a) + deg(b) and lc(a ·R[x] b) =

lc(a) ·R lc(b).

Lemma 4.10. Let R be a ring and let a, b ∈ R[x]\{0R[x]}. If lc(b) is a non-zero divisor and deg(b) > deg(a),

then b does not divide a.

Lemma 4.11. If R is an integral domain, then R[x] is an integral domain.

Theorem 4.12 (Division Algorithm for Polynomials). Let R be a commutative ring with identity, let

a, b ∈ R[x] with b ̸= 0R[x]. If lc(b) is a unit (of R), then exist unique q, r ∈ R[x] such that:

(i) a = bq + r,

(ii) either r = 0 or deg(r) < deg(b).

Theorem 4.13. Let F be a field, let a, b ∈ F [x] be polynomials (not both 0). There exists a unique

polynomial g ∈ F [x] such that:

(i) g is monic (lc(g) = 1);

(ii) g is a common divisor of a, b

(iii) g is a F [x]-linear combination of a, b.

Definition 4.14. Let F be a field and let a, b ∈ F [x] (not both 0). The polynomial g in Theorem 4.13 is

called the greatest common divisor of a, b, denoted gcd(a, b).

Remark. The Euclidean algorithm for integers also works for F [x].

Lemma 4.15. Let F be a field, and let a, b, c ∈ F [x]. If a | bc and gcd(a, b) = 1, then a | c.

4.3 Unique Factorization in F [x]

Lemma 4.16. Let R be an integral domain and let a ∈ R[x] be a polynomial. Then a is a unit (of R[x]) if

and only if deg(a) = 0 and a0 is a unit (of R).
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Lemma 4.17. Let F be a field, let a ∈ F [x] be a nonzero polynomial. Then a is a unit if and only if

deg(a) = 0.

Lemma 4.18. Let F be a field and let p ∈ F [x] be a polynomial. The following are equivalent:

(i) p is irreducible;

(ii) p is prime;

(iii) there does not exist b, c ∈ F [x] such that p = bc and deg(b),deg(c) ≥ 1.

Lemma 4.19. Let F be a field, and let p ∈ F [x] be a polynomial.

(i) If deg(p) = 1, then p is irreducible.

(ii) If deg(p) = 2 or 3, then p is irreducible if and only if p does not have a factor of degree 1.

Definition 4.20. Let R be a commutative ring with identity, and let a, b ∈ R. We say that a and b are

associates if there exists a unit u ∈ R such that a = ub.

Lemma 4.21. Let R be a commutative ring with identity and suppose a and b are associates. For any

c ∈ R, we have:

(i) c | a⇔ c | b, i.e. a, b have the same divisors;

(ii) a | c⇔ b | c, i.e. a, b have the same multiples.

Lemma 4.22. Let R be an integral domain. If a is a non-zero prime element, then a is irreducible.

Lemma 4.23. Let R be an integral domain, and let a, b ∈ R be non-zero elements. If a | b and b | a, then a
and b are associates.

Remark. In Z, every non-zero integer is associates with a unique positive integer (divide by the sign of the

integer). In F [x], every non-zero polynomial is associates with a unique monic polynomial (dividing by the

leading coefficient).

Lemma 4.24. Let F be a field. Every monic polynomial in F [x] is a product of monic irreducible polyno-

mials.

Definition 4.25. Let F be a field, let MF be the set of monic polynomials in F [x]. Let PF ⊂ MF be the

subset of monic irreducible polynomials in F [x]. Define

SF = {functions e : PF → Z≥0 such that e−1(Z≥1) is finite},

and define the function φ : SF →MF by

φ(e) =
∏

p∈e−1(Z≥1)

pe(p)

for all e ∈ SF .

Lemma 4.26. We have

φ(e+ f) = φ(e) · φ(f)

for all e, f ∈ SF .

Theorem 4.27 (Unique factorization in F[x]). The map φ is a bijection.
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Corollary 4.28. Let F be a field and let a, b ∈MF . Let e, f ∈ SF such that φ(e) = a and φ(f) = b. Then

b | a if and only if e(p) ≤ f(p) for all p ∈ PF .

4.4 Factors of Degree One

Definition 4.29. Let R be a commutative ring with identity, let a ∈ R. There is a ring homomorphism

eva : R[x] → R defined by

eva

∑
i≥0

fix
i

 =
∑
i≥0

fia
i

for all f =
∑

i≥0 fix
i ∈ R[x]. This is called the evaluation map at x = a. The expression is denoted f(a).

Lemma 4.30. Let R be a commutative ring with identity. Let f ∈ R[x] and let a ∈ R. Then

(i) x− a | f − f(a);

(ii) the remainder upon dividing f by x− a is f(a);

(iii) x− a | f if and only if f(a) = 0.

Definition 4.31. If condition (iii) is true in Lemma 4.30, we say that a is a root (or zero) of f .

Lemma 4.32. Let R be an integral domain, and let f ∈ R[x] | {0}, and let n = deg(f). Then

(i) f has at most n distinct roots;

(ii) if f has exactly n distinct roots r1, . . . , rn, then

f = lc(f) · (x− r1) · · · (x− rn).

Lemma 4.33. Let F be a field, and let f ∈ F [x] | {0}.
(i) If f is irreducible and deg(f) ≥ 2, then f has no root in F .

(ii) If f has no root in F and deg(f) = 2 or 3, then f is irreducible.

Remark. There’s no systematic way of finding roots of a polynomial that works for every field F and every

polynomial f ∈ F [x]. There exist quadratic, cubic, and quartic formulas that give expressions for the roots

of f , but a caveat is that these work only when 2, 6, 6 are units of F , respectively.

4.5 Factoring in Q[x]

Remark. For every f ∈ Q[x], there exists n ∈ Zn≥1 such that nf ∈ Z[x] (where n is the least common

multiple of the denominators of the coefficients of f). Note that n is a unit of Q[x], so f , nf are associates

in Q[x], so they have the same factors in Q[x].

To factor a polynomial f ∈ Q[x] of degree 2 or 3, it is enough to check whether it has any roots in Q.

Theorem 4.34. Let f = f0 + f1x+ · · ·+ fnx
n ∈ Z[x], and let r ∈ Q be a non-zero root of f . If r = p/q for

some p, q ∈ Z and gcd(p, q) = 1, then q | fn and p | f0.

Lemma 4.35. Let R be a commutative ring with identity. If p ∈ R is prime, then p is prime in R[x].

Definition 4.36. Let f = f0 + f1x + · · · fnxn ∈ Z[x] be a polynomial. We say that f is primitive if

gcd(f0, f1, . . . , fn) = 1.

Lemma 4.37. If f, g ∈ Z[x] are primitive, then f · g is primitive.
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Lemma 4.38. Let f, g ∈ Z[x] and suppose n ∈ Z≥1 such that n | fg. Then there exist a, b ∈ Z≥1 such that

n = ab and a | f and b | g (in Z[x]).

Lemma 4.39. Let f ∈ Z[x] be a polynomial and let m,n ∈ Z≥0. The following are equivalent:

(i) There exist g, h ∈ Z[x] such that f = gh and deg(g) = m and deg(h) = n.

(ii) There exist g′, h′ ∈ Q[x] such that f = g′h′ and deg(g′) = m and deg(h′) = n.

Theorem 4.40. Let f ∈ Z[x] be a primitive polynomial. Then f is irreducible in Z[x] if and only if f is

irreducible in Q[x].

Remark. In Theorem 4.40, the hypothesis “primitive” is required because there are non-units of Z[x] that
becomes units in Q[x], namely the non-units of Z, viewed as constant polynomials in Z[x]. Moreover, “prime”

and “irreducible” are relative properties, i.e. we must always specify what ring we’re considering.

Theorem 4.41 (Eisenstein’s Criterion). Let f = f0 + f1x + · · · + fnx
n ∈ Z[x] be a polynomial with

deg(f) = n. If there exists a prime p ∈ Z such that

(i) p ∤ fn,
(ii) p | fi for all i = 0, . . . , n− 1, and

(iii) p2 ∤ f0,
then f is irreducible in Q[x].

Lemma 4.42. The function f : Z[x] → (Z/pZ)[x] sending

f = f0 + f1x+ · · ·+ fnx
n → f = [f0] + [f1]x+ · · ·+ [fn]x

n.

Theorem 4.43. Let f ∈ Z[x] and suppose there exists a prime p ∈ Z such that p ∤ lc(f) and f ∈ (Z/pZ)[x]
is irreducible. Then f is irreducible in Q[x].

Remark. The Theorem 4.43 is not always enough, i.e. there are polynomials f ∈ Z[x] which are irreducible

in Q[x] but not irreducible in (Z/pZ)[z] for all primes p ∈ Z.

4.6 Factoring in C[x]

Definition 4.44. A field F is called algebraically closed if every non-constant polynomial f ∈ F [x] has a

root.

Theorem 4.45 (Fundamental Theorem of Algebra). The field C is algebraically closed.

Lemma 4.46. Let F be an algebraically closed field.

(i) A polynomial f ∈ F [x] is irreducible if and only if deg(f) = 1.

(ii) Every polynomial f ∈ F [x] factors as

f = lc(f) · (x− r1) · · · (x− rn)

for some r1, . . . , rn ∈ F .

4.7 Factoring in R[x]

Remark. To factor f ∈ R[x], we first factor f in C[x], then map back to R[x].
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Definition 4.47. Let σ : C → C denote the complex conjugate map, defined by σa+ bi = a − bi = a+ bi

for any a, b ∈ R. For any x ∈ C, we denote σ(x) by x.

Lemma 4.48. The complex conjugate map is a ring isomorphism. For any x ∈ C, we have x = x if and

only if x ∈ R.

Lemma 4.49. Let f ∈ R[x] and let r ∈ C. Then r is a root of f if and only if r is a root of f .

Theorem 4.50. If a polynomial f ∈ R[x] satisfies one of

(i) deg(f) = 1,

(ii) deg(f) = 2 and f = a2x
2 + a1x+ a0 where a21 − 4a2a0 < 0.

then f is irreducible (in R[x]). Futhermore, every irreducible polynomial in R[x] satisfies (i) or (ii).

Lemma 4.51. If f ∈ R[x] has odd degree, then f has a root (in R).

5 The Ring F [x]/p

5.1 Congruence mod p and the Definition of F [x]/p

Definition 5.1. We say f, g ∈ F [x] are congruent modulo p, written f ≡ g (mod p), if p | f − g in F [x].

Lemma 5.2. Congruence modulo p defines an equivalence relation on F [x], i.e.

(i) f ≡ f (mod p);

(ii) f ≡ g (mod p) if and only if g ≡ f (mod p);

(iii) if f ≡ g (mod p), g ≡ h (mod p), then f ≡ h (mod p).

Definition 5.3. The congruence class of f mod p is

[f ] = {g ∈ F [x] : g ≡ f (mod p)}.

Lemma 5.4. Let f, g ∈ F [x]. Then

(i) f ≡ g (mod p) if and only if [f ] = [g];

(ii) either [f ] ∩ [g] = ∅ or [f ] = [g].

Definition 5.5. We define F [x]/p be the set of congruence classes mod p. We define the addition and

multiplication laws on F [x]/p to be:

[f ] +F [x]/p [g] = [f + g] [f ] ·F [x]/p [g] = [f · g]

for any f, g ∈ F [x]. This is well-defined by similar argument to Theorem 2.10.

5.2 Description of F [x]/p

Definition 5.6. For any n ≥ 0, let F [x]<n denote the set of polynomials f ∈ F [x] such that fi = 0 for all

i ≥ n.

Theorem 5.7. Let n = deg(p), and let

φ : F [x]<n → F [x]/p

be the function defined by φ(a) = [a] or all a ∈ F [x]<n. Then φ is an isomorphism of F -vector spaces.
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Remark. Note that F [x]<1 are just constant polynomials of F [x]. In particular if deg(p) ≥ 1, the composition

F ≃ F [x]<1 ⊆ F [x]<deg(p) ≃ F [x]/p

gives an injective function F → F [x]/p which is in fact a ring homomorphism.

5.3 Conditions when F [x]/p is an Integral Domain / Field

Lemma 5.8. For f ∈ F [x], the following are equivalent:

(i) gcd(f, p) = 1;

(ii) [f ] is a non-zero divisor of F [x]/p;

(iii) f is a unit of F [x]/p.

Lemma 5.9. The following are equivalent:

(i) p is irreducible;

(ii) F [x]/p is an integral domain;

(iii) F [x]/p is a field.

5.4 Field Extensions and Roots

Lemma 5.10. The ring K = F [x]/p contains a root of p.

Definition 5.11. If F → K is a unital ring homomorphism of fields, we say that K is a field extension of

F .

Lemma 5.12. Let F be a field, and let f ∈ F [x] \ {0} be a monic polynomial with deg(f) ≥ 1.

(i) There exists a field extension K of F such that f has root in K.

(ii) There exists a field extension K of F such that there exist r1, . . . , rn ∈ K with

f = (x− r1) · · · (x− rn)

in K[x].

6 Ideals and Quotient Rings

6.1 Ideals

Definition 6.1. Let R be a ring, and let I be a nonempty subset of R. We say that I is an ideal (of R) if

it satisfies the following conditions:

(i) if a1, a2 ∈ I, then a1 + a2 ∈ I;

(ii) if r ∈ R and a ∈ I, then ra ∈ I.

Lemma 6.2. Let R be a ring, and let I be an ideal of R. If r1, . . . , rn ∈ R, and a1, . . . , an ∈ I, then

r1a1 + · · ·+ rnan ∈ I.

Lemma 6.3. Let R be a ring, and let a1, . . . , an ∈ R be elements of R. Then the subset

(a1, . . . , an) = {r1a1 + · · ·+ rnan : r1, . . . , rn ∈ R}

is an ideal of R.
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Definition 6.4. Let R be a ring, and let I be an ideal of R. If there exist elements a1, . . . , an ∈ I such that

I = (a1, . . . , an)

then we say that I is finitely generated, and that I is generated by a1, . . . , an and {a1, . . . , an} is a generating

set of I. If there exists a single a ∈ R such that I = (a), we say that I is a principal ideal.

Definition 6.5. If R is a ring for which every ideal is finitely generated, we say that R is a Noetherian ring.

Lemma 6.6. Let R be an integral domain, and let a, b ∈ R be nonzero elements.

(i) We have (a) ⊆ (b) ⇔ a ∈ (b) ⇔ b | a.
(ii) We have (a) = (b) ⇔ a, b are associates.

Lemma 6.7 (Z is a Principal Ideal Domain). Consider the ring R = Z.
(i) Every ideal I of Z is a principal ideal.

(ii) For any a1, . . . , an ∈ Z, we have

(a1, . . . , an) = (gcd(a1, . . . , an))

as ideals of Z.

Lemma 6.8 (F [x] is a Principal Ideal Domain). Let F be a field, and consider the ring R = F [x].

(i) Every ideal I of F [x] is a principal ideal.

(ii) For any a1, . . . , an ∈ F [x], we have

(a1, . . . , an) = (gcd(a1, . . . , an))

as ideals of F [x].

Lemma 6.9. Let R be a ring. Let {a1, . . . , an}, {a′1, . . . , a′n} ⊂ R be two subset of R such that {a′1, . . . , a′n}
is obtained from {a1, . . . , an} by doing a finite number of elementary operations:

(i) multiply some ai by a unit u ∈ R;

(ii) switch ai and aj for some i, j ∈ {1, . . . , n};
(iii) replace aj by aj + rai for distinct i, j ∈ {1, . . . , n} and r ∈ R.

Then

(a1, . . . , an) = (a′1, . . . , a
′
n)

as ideals of R, i.e. the ideals generated by {a1, . . . , an} and {a′1, . . . , a′n} are equal.

Remark. An ideal I often has more than one generating set, so the general goal is to find the “minimal”

generating set of an ideal. To reduce a generate, eliminate any element of the generating set that is zero or

a linear combination of others.

Lemma 6.10. Let R be a ring, and let

I1 ⊆ I2 ⊆ I3 ⊆ · · ·

be an infinite sequence of inclusions of ideals of R. Then the union

I =
⋃
n∈N

IN

is an ideal of R.
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6.2 Congruence (mod I) and the Definition of R/I

Definition 6.11. Let R be a ring, and let I be an ideal of R. We say that a, b are congruent modulo I,

written a ≡ b (mod I) if a− b ∈ I.

Lemma 6.12. Congruence modulo I defines an equivalence relation of R, i.e.

(i) a ≡ a (mod I);

(ii) a ≡ b (mod I) if and only if b ≡ a (mod I);

(iii) if a ≡ b (mod I), b ≡ c (mod I), then a ≡ c (mod I).

Definition 6.13. The congruence class of a modulo I is the set

a+ I = {b ∈ R : b ≡ a (mod I)}.

Lemma 6.14. Let a, b ∈ R.

(i) We have a ≡ b (mod I) if and only if a+ I = b+ I.

(ii) Either a+ I ∩ b+ I = ∅ or a+ I = b+ I.

Definition 6.15. For a ring R and ideal I of R, the quotient ring of R by I is

R/I = {congruence classes modulo I}.

The addition and multiplication in R/I is defined as follows:

(a+ I) +R/I (b+ I) = (a+R b) + I

(a+ I) ·R/I (b+ I) = (a ·R b) + I

for any a, b ∈ R. This is well-defined by a similar argument to Theorem 2.10. In R/I, the additive identity

is 0R/I = 0 + I, and the multiplicative identity 1R/I = 1 + I. Furthermore, R/I is commutative.

Definition 6.16. The quotient ring R/I comes with a special ring homomorphism

π : R→ R/I

defined by π(r) = r + I. This is called the natural homomorphism from R to R/I.

Lemma 6.17. Let f : R → S be a ring homomorphism. If J is an ideal of S, then the preimage f−1(J) is

an ideal (of R).

Definition 6.18. Let f : R→ S be a ring homomorphism. The kernel of f is ker(f) = f−1({0S}).

Lemma 6.19. Let f : R→ S be a ring homomorphism. Then {0R} ⊂ ker(f), and f is injective if and only

if ker(f) = {0R}.

Theorem 6.20. Let f : R→ S be a ring homomorphism with kernel K = ker(f).

(i) There exists a unique ring homomorphism

f : R/K → S

such that f(a+K) = f(a) for all a ∈ R.

(ii) The ring homomorphism f is injective.
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(iii) If f is surjective, then f is an isomorphism.

Remark. There exists a bijective correspondence between:

(i) ideals of R, and

(ii) equivalence classes of pairs (S, f) where S is ring and f : R → S is a surjective ring homomorphism,

where two pairs (S1, f1) and (S2, f2) are defined to be equivalent if there exists a ring isomorphism

φ : S1 → S2 such that φf1 = f2.

6.3 Prime and Maximal Ideals

Definition 6.21. Let R be a ring, and let P be an ideal of R such that P ̸= R. We say that P is prime

ideal if bc ∈ P implies either b ∈ P or c ∈ P .

Lemma 6.22. Let R be a ring. Let p ∈ R be an element, and let P = (p) be the ideal generated by p. The

following are equivalent:

(i) P is a prime ideal;

(ii) p is prime element.

Definition 6.23. Let R be a ring, and let M be an ideal of R such that M ̸= R. We say that M is a

maximal ideal if the only ideals J of R satisfying M ⊆ J ⊆ R are J =M and J = R.

Lemma 6.24. Let R be a ring, and let I be an ideal of R such that I ̸= R.

(i) I is a prime ideal if and only if R/I is an integral domain;

(ii) I is a maximal ideal if and only if R/I is a field.

Lemma 6.25. Let R be a non-zero ring, and let {0R} denote the zero ideal of R.

(i) {0R} is a prime ideal if and only if R is an integral domain.

(ii) {0R} is a maximal ideal if and only if R is a field.

Lemma 6.26. In a ring R, every maximal ideal is a prime ideal.

Definition 6.27. Let R be a ring. The dimension of R, written dim(R) is the largest nonnegative integer

d for which there exists a stricting increasing sequence

P0 ⊂ P1 ⊂ · · · ⊂ Pd−1 ⊂ Pd

of prime ideal of R. It is often convenient to defined the dimension of the zero ring to be −∞.

Remark. As a converse to Lemma 6.26, we have dim(R) = 0 if and only if every prime ideal of R is a maximal

ideal.

7 Groups

7.1 Definition

Definition 7.1. A group is a set G equipped with a function

∗G : G×G→ G

satisfying the following conditions:
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(i) (associative) For all g1, g2, g3 ∈ G,

(g1 ∗G g2) ∗G g3 = g1 ∗G (g2 ∗G g3).

(ii) (identity) There exists e ∈ G such that

eG ∗G g = g ∗G eG = g

for all g ∈ G.

(iii) (inverse) For all g ∈ G, there exists h ∈ G such that

g ∗G h = h ∗G g = eG

in G.

The function ∗G is called the group law (or law of composition). We say that G is an abelian group if, in

addition, ∗G satisfies

(iv) (commutative) For all g1, g2 ∈ G, we have

g1 ∗G g2 = g2 ∗G g1.

Remark. A goal in group theory is to classify/enumerate all groups of a given order (up to isomorphism).

Definition 7.2. If the set G (in definition 7.1) is finite, we say that G is a finite group. The number of

elements in G is called the order and is denoted |G|. If G is not finite, it is called an infinite group.

7.2 Examples

Example 7.3. The trivial group (or zero group) contains just one element.

Example 7.4. Let X be a set. A permutation of X is a bijective function σ : X → X. The symmetric group

associated to X (denoted S(X)) is the set of all permutations of X, with the group law given by composition

of functions, i.e., σ ∗S(X) σ2 = σ1 · σ2. The identity eS(X) is the identity function idX : X → X. If X is

finite, then |S(X)| = |X|!. If X is infinite, then S(X) is an uncountably infinite set.

Example 7.5. As a special case of example 7.4, let n be a positive integer; then the group of permutations

of the set X = 1, . . . , n is called the symmetric group of degree n (denoted Sn). Since X contains n elements,

we have |Sn| = n! for all n.

Example 7.6. Let Pn be a regular n-gon, which we can view as the convex hull of the nth roots of unity

e
2πi
n k for k = 0, 1, . . . , n − 1. The group of symmetries of Pn is called the dihedral group of degree n (and

denoted Dn). There are two symmetries that can generate all other symmetries of P : (i) rotatie by 2π/n

radians, or (ii) reflect across the x-axis.

Example 7.7. For a (possibly noncommutative) ring R, we can view R as a group under the addition law.

Since the addition law of a ring is always commutative, the group (R,+R) is an abelian group.

Example 7.8. For a (possibly noncommutative) ring R, the units of R, R× is a group under the multipli-

cation law ·R of R.

Example 7.9. For a commutative ring R with identity, the set of units of Matn×n(R), i.e., the set of

invertible n× n matrices with entries in R, is denoted

GLn(R) = (Matn×n(R))
×,
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and called the general linear group of degree n associated to R. If n ≥ 2, then GLn(R) is non-abelian.

Example 7.10. Given two groups (G, ∗G) and (H, ∗H), the Cartesian product

G×H = {(g, h) : g ∈ G, h ∈ H}

has a natural group law, given by

(g, h) ∗G×H (g′, h′) = (g ∗G g′, h ·H h′)

for all g, g′ ∈ G and h, h′ ∈ H. More generally, for any collection of groups G1, . . . , Gn, the group law on

the direct product G = G1 × · · · ×Gn is defined by

(g1, . . . , gn) ∗G (g′1, . . . , g
′
n) = (g1 ∗G1

g′1, . . . , gn ∗Gn
g′n)

for all gi, g
′
i ∈ G. As a special case, for any group G and any positive integer n, we define Gn to be the

n-fold direct product G× · · · ×G.

7.3 Properties

Lemma 7.11. Let G be a group.

(i) (uniqueness of identity) There exists only one element e ∈ G satisfying (ii) in definition 7.1.

(ii) (uniqueness of inverse) For any g ∈ G, there exists only one element h ∈ G satisfying (iii) in defini-

tion 7.1.

We denote the element of G satisfying (iii) in definition 7.1 by g−1.

Lemma 7.12. Let G be a group and g, h ∈ G. We have

(i) (gh)−1 = h−1g−1;

(ii) (g−1)
−1

= g.

We can generalize (i):

(g1g2 · · · gn)−1 = g−1
n · · · g−1

2 g−1
1

for any g1, . . . , gn ∈ G.

Remark. Let G be a group and g ∈ G. If n is a positive integer, then

gn = g · g · · · g (n factors).

We also define g0 = e and

g−n = g−1 · g−1 · · · g−1 (n factors).

Lemma 7.13. Let G be a group and let g ∈ G. Then for all m,n ∈ Z,

aman = am+n and (am)
n
= amn.

Lemma 7.14. Let G be a group and g1, g2, h ∈ G be elements.

(i) If g1h = g2h, then g1 = g2;

(ii) If hg1 = hg2, then g1 = g2.

Definition 7.15. Let G be a group and g ∈ G be an element. If there exists a positive integer n ∈ Z≥1 such

that gn = e, then g is said to have finite order ; the smallest n satisfying gn = e is called the order of g and

is denoted ord(g). If g does not have finite order, we say that g has infinite order.
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Lemma 7.16. Let G be a group and g ∈ G be an element. If there exist distinct i, j ∈ Z such that gi = gj ,

then g has finite order.

Lemma 7.17. If G is a finite group, every element of G has finite order.

Lemma 7.18. Let G be a group and let g ∈ G be an element of order ord(g) = n.

(i) For an integer k ∈ Z, we have gk = e⇔ n | k.
(ii) For any integers i, j ∈ Z, we have gi = gj ⇔ i ≡ j (mod n).

(iii) For any positive integer t ∈ Z≥1, we have ord(gt) = n/ gcd(n, t).

Lemma 7.19. Let G be a group, and let a, b ∈ G be elements such that ab = ba. If gcd(ord(a), ord(b)) = 1,

then ord(ab) = ord(a) · ord(b).

Remark. If ab ̸= ba, then it can happen that a and b have finite order, but ab has infinite order.

Lemma 7.20. Let G be an abelian group such that every element of G has finite order. If there exists an

element c ∈ G such that ord(g) ≤ ord(c) for all g ∈ G, then in fact ord(g) | ord(c) for all g ∈ G.

Theorem 7.21. Let G and H be groups. Define an operation ∗G×H by

(g, h) ∗G×H (g′, h′) = (g ∗G g′, h ∗H h′).

Then G×H is a group. If G and H are abelian, then so is G×H. If G and H are finite, then so is G×H

and |G×H| = |G||H|.

7.4 Subgroups

Definition 7.22. Let G be a group and let H ⊂ G be a subset. We say that H is a subgroup of G if is

satisfies the following conditions:

(i) (identity) eG ∈ H;

(ii) (closed under multiplication) If h1, h2 ∈ H, then h1 ∗G h2 ∈ H;

(iii) (closed under inverse) If h ∈ H, then h−1 ∈ H.

Every subgroup H of G is itself a group, where the group law ∗H : H ×H → H is inherited from, i.e., equal

to, that of G.

Lemma 7.23. Let G be a group. Then the subset

Z(G) = {a ∈ G : ag = ga for all g ∈ G}

is a subgroup, called the center of G.

7.5 Homomorphisms

Definition 7.24. Let (G, ∗G) and (H, ∗H) be groups. A function φ : G→ H is a group homomorphism if

φ(g1 ∗G g2) = φ(g1) ∗H φ(g2)

for all g1, g2 ∈ G.

Example 7.25. If H is a subgroup of G, we have a group homomorphism H → G defined by h→ h.
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Example 7.26. If G is an abelian group, then the nth power map µn : G → G defined by µn(g) = gn is a

group homomorphism.

Lemma 7.27. Let φ : G→ H be a group homomorphism.

(i) φ(eG) = eH ;

(ii) For all g ∈ G, we have φ(g−1) = (φ(g))−1.

Lemma 7.28. If φ : G→ H and ψ : H → K are group homomorphisms, then the composition ψ◦φ : G→ K

is a group homomorphism.

Lemma 7.29. Let φ : G→ H be a group homomorphism.

(i) For any subgroup G′ ⊆ G, the image

φ(G′) = h ∈ H : h = φ(g′) for some g′ ∈ G′

is a subgroup of H.

(ii) For any subgroup H ′ ⊆ H, the preimage

φ−1(H ′) = {g ∈ G : φ(g) ∈ H ′}

is a subgroup of G.

Lemma 7.30. Let φ : G→ H be a group homomorphism.

(i) The image

imφ = φ(G) = {h ∈ H : h = φ(g) for some g ∈ G}

is a subgroup of H.

(ii) The kernel

kerφ = φ−1(eH) = {g ∈ G : φ(g) = eH}

is a subgroup of G.

Definition 7.31. A bijective group homomorphism is called an isomorphism. If G = H, then φ is an

endomorphism of G; a bijective endomorphism is an automorphism. The set of automorphisms of a group is

itself a group, denoted Aut(G).

Lemma 7.32. If φ : G → H is an isomorphism, then the inverse function φ−1 : H → G is also an

isomorphism.

Theorem 7.33. Let G be a group. There exists an injective group homomorphism G→ S(G).

7.6 Generators

Definition 7.34. Let G be a group, g ∈ G be an element, and

ϵg : Z → G

be the function defined by ϵg(n) = gn. Then ϵg is a group homomorphism because

ϵg(n1 + n2) = gn1+n2 = gn1 · gn2 = ϵg(n1) · ϵg(n2)

for all n1, n2 ∈ Z. By lemma 7.30, the image

⟨g⟩ = im ϵg = {. . . , g−2, g−1, g0, g1, g2, . . .}
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is a subgroup of G called the cyclic subgroup generated by g. We say that G is a cyclic group if G = ⟨g⟩ for
some g ∈ G, i.e., every element of G is of the form gn for some n, i.e., ϵg is surjective; in this case g is called

a generator of G.

Lemma 7.35. Let G be a group, H ⊆ G be a subgroup, and g ∈ G be an element. Then g ∈ H if and only

if ⟨g⟩ ⊆ H.

Lemma 7.36. If G is a cyclic group and H ⊆ G is a subgroup, then H is cyclic.

Lemma 7.37. Let G be a group, and let g ∈ G be an element. Then:

(i) g has finite order if and only if ϵg is not injective;

(ii) g has infinite order if and only if ϵg is injective.

Lemma 7.38. Let G be a group and let g ∈ G be an element.

(i) If g has finite order, then ⟨g⟩ ∼= Z/(ord(g)).
(ii) If g has infinite order, then ⟨g⟩ ∼= Z.

Lemma 7.39. Every cyclic group is isomorphic to Z or Z/(n) for some n.

Lemma 7.40. If g has finite order, then ⟨g⟩ = {g0, g1, . . . , gord(g)−1}, so in particular |⟨g⟩| = ord(g).

Lemma 7.41. Let G be a finite group. Then G is cyclic if and only if there exists g ∈ G with ord(g) = |G|.

Lemma 7.42. If g has finite order, then gk is a generator of ⟨g⟩ if and only if gcd(k, ord(g)) = 1.

Lemma 7.43. Let F be a field and let G be a finite subgroup of F×. Then G is cyclic.

Lemma 7.44. For any prime p ∈ Z, the group of units (Z/(p))× is cyclic, i.e., there is an isomorphism

Z/(p− 1) ∼= (Z/(p))×

of groups.

Remark. In lemma 7.44, a generator of (Z/(p))× is called a primitive root mod p because it is a root of the

polynomial xp−1 − 1 whose powers generate all other roots.

Lemma 7.45. Let G be a group and let S ⊂ G be a subset. Let ⟨S⟩ be the set of all elements of G of the

form g = g1 · · · gn where, for each i, either gi or g
−1
i is contained in S (if n = 0, we define g = e). Then ⟨S⟩

is a subgroup of G.

Definition 7.46. In lemma 7.45, we call ⟨S⟩ the subgroup generated by S.

7.7 Symmetric, Alternating Groups

Definition 7.47. For a set X and any permutation σ ∈ S(X), we define the support of σ to be the (possibly

empty) subset

Supp(σ) = {x ∈ X : σ(x) ̸= x}

of X, i.e., the elements of X changed by σ.
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Lemma 7.48. Let X be a set. For any permutation σ ∈ S(X), we have

σ(Supp(σ)) = Supp(σ)

σ(X \ Supp(σ)) = X \ Supp(σ)

in X.

Definition 7.49. We say that two permutations σ, τ ∈ S(X) are disjoint if Supp(σ) ∩ S(τ) = ∅, i.e., their
supports are disjoint, as subsets of X.

Lemma 7.50. Let X be a set and let σ, τ ∈ S(X).

(i) If σ, τ are disjoint, then for any x ̸∈ Supp(τ), we have σ(τ(x)) = τ(σ(x)) = σ(x).

(ii) If σ, τ are disjoint, then στ = τσ.

(iii) We have Supp(στ) ⊆ Supp(σ) ∪ Supp(τ). If σ, τ are disjoint, then Supp(στ) = Supp(σ) ∪ Supp(τ).

Definition 7.51. Let X be a set. We say that a permutation σ ∈ S(X) is a k-cycle if there exists a k-element

subset T = {a1, . . . , ak} of X such that

σ(a1) = a2, . . . , σ(ak−1) = ak, σak
= a1

and σ(x) = x if x ̸∈ T ; in this case, we denote σ = (a1 · · · ak); here k is the length of σ. Note that “0-cycles”

and “1-cycles” are just the identity e. If k = 2, then σ is called a transposition, i.e., a 2-cycle.

Theorem 7.52. Let X be a finite set. For any σ ∈ S(X), there exist pairwise disjoint cycles τ1, . . . , τm ∈
S(X) (of possibly different lengths) such that σ = τ1 · · · τm and Supp(σ) = Supp(τ1) ∪ · · · ∪ Supp(τm).

Lemma 7.53. If τ1, . . . , τm ∈ Sn are pairwise disjoint, then

ord(τ1 · · · τm) = lcm(ord(τ1), . . . , ord(τm)).

Lemma 7.54. If σ ∈ S(X) is a k-cycle (with k ≥ 2) then ord(σ) = k.

Theorem 7.55. If τ1, . . . , τm are pairwise disjoint cycles of length k1, . . . , km, then

ord(τ1 · · · τm) = lcm(k1, . . . , km).

Lemma 7.56. For any k ≥ 2 and a1, . . . , ak ∈ X, we have

(a1 · · · ak) = (a1a2) · · · (ak−1ak)

in S(X).

Theorem 7.57. For any σ ∈ Sn, there exist transpositions τ1, . . . , τm ∈ Sn such that σ = τ1 · · · τm, that is,

every permutation is a product of transpositions.

Definition 7.58. For a permutation σ ∈ Sn, an inversion of σ is a pair of indices (i, j) satisfying 1 ≤ i ≤
j ≤ n and σ(i) > σ(j). We denote inv(σ) the number of inversions of σ. (Note that 0 ≤ inv(σ) ≤ n(n− 1)/2

for all σ ∈ Sn.)

Lemma 7.59. Let σ, τ ∈ Sn. If τ is a transposition, then inv(τσ) = inv(σ) + 1 (mod 2).

Lemma 7.60. If τ1, . . . , τm ∈ Sn are transpositions, then inv(τ1 · · · τm) ≡ m (mod 2).
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Theorem 7.61. The function sgn : Sn → {±1} defined by sgn(σ) = (−1)inv(σ) is a group homomorphism.

Definition 7.62. If sgn(σ) = 1, we say σ is an even permutation; if sgn(σ) = −1, we say that σ is an odd

permutation. The alternating group of degree n (denoted An) is the set of even permutations in Sn, i.e.

An = ker(sgn).

8 Normal Subgroups and Quotient Groups

8.1 Cosets

Definition 8.1. Let G be a group, and let H be a subgroup of G. A subset of G is called the left coset of

H if it is of the form aH = {ah : h ∈ H} for some a ∈ G. The set of left cosets of H in G is denoted G/H.

The index of H in G is the cardinality [G : H] = |G/H|, i.e., the number of distinct left cosets of H in G.

Lemma 8.2. Let G be a group, and let H be a subgroup of G. Every element of G is contained in a left

coset of H.

Lemma 8.3. Let G be a group and let H be a subgroup of G. If a1H, a2H are two left cosets of H, then

either a1H ∩ a2H = ∅ of a1H = a2H.

Lemma 8.4. Let G be a group, and let H be a subgroup of G. Given elements a, b ∈ G, the following are

equivalent:

(i) aH = bH;

(ii) aH ∩ bH = ∅;
(iii) a ∈ bH;

(iv) a = bh for some h ∈ H;

(v) b−1a ∈ H.

Lemma 8.5. Let G be a group, and let H be a subgroup of G. If a1H, a2H are two left cosets of H, then

|a1H| = |a2H|.

Theorem 8.6 (Lagrange’s Theorem). Let G be a finite group, and let H be a subgroup of G. Then we

have |G| = |H| · [G : H] in Z.

Theorem 8.7. If G is a finite group and g ∈ G, then ord(g) divides |G|.

Theorem 8.8. If p is a prime and |G| = p, then G ∼= Z/(p).

Corollary 8.9. If |G| = 4, then G ∼= Z/(4) or G ∼= Z/(2)× Z/(2).

Corollary 8.10. If |G| = 6, then G ∼= Z/(6) or G ∼= S3.

8.2 Normal Subgroups

Lemma 8.11. Let G be a group, and let N be a subgroup of G. The following are equivalent:

(i) for all g ∈ G, we have gNg−1 ⊆ N ;

(ii) for all g ∈ G, we have gNg−1 = N ;

(iii) for all g ∈ G, we have gN = Ng.
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Definition 8.12. If a subgroup N ⊆ G satisfies the conditions in Lemma 8.11, then N is called a normal

subgroup of G.

Lemma 8.13. Let G be a finite group, and let N be a subgroup, and suppose that G/N = {g1N, . . . , gmN}.
If giNg

−1
i ⊆ N for all i = 1, . . . ,m, then N is normal in G.

Lemma 8.14. Let G be a group, and let N be a subgroup of G of index 2. Then N is normal in G.

Lemma 8.15. If G is an abelian group, then every subgroup of G is a normal subgroup of G.

Lemma 8.16. Let G be a group. Then any subgroup N of the center Z(G) is a normal subgroup of G.

Lemma 8.17. Let φ : G → H be a group homomorphism. Let N ⊆ H be a normal subgroup of H. Then

the preimage φ−1(N) is a normal subgroup of G. In particular, kerφ = φ−1(eH) is a normal subgroup of G.

8.3 Quotient Groups

Lemma 8.18. Let G be a group, and let N be a normal subgroup of G. Then the operation aN ∗G/N bN =

abN is well-defined, and G/N is a group under ∗G/N . The function π : G → G/N defined by π(g) = gN is

a group homomorphism, called the natural homomorphism.

Lemma 8.19. If G is abelian, then G/N is abelian.

Lemma 8.20. Let G be a group such that G/Z(G) is cyclic. Then G is abelian.

8.4 Isomorphism Theorems

Lemma 8.21. Let φ : G→ H be a group homomorphism, and let N be a normal subgroup of G such that

N ⊆ kerφ. Let π : G→ G/N be the natural homomorphism.

(i) There exists a unique group homomorphism φ : G/N → H such that φ = φ ◦ π.
(ii) N = kerφ if and only if φ is injective.

(iii) φ is surjective if and only if φ is surjective.

Theorem 8.22 (1st Isomorphism Theorem). Let φ : G → H be a surjective group homomorphism.

Then there exist a group isomorphism φ : G/ kerφ→ H satisfying φ = φπ.

Theorem 8.23 (2nd Isomorphism Theorem). Let G be a group, and let H,N be subgroups of G. If N

is normal in G, then HN is a subgroup of G and there exists and isomorphism

φ : H/(H ∩N) → HN/N

of quotient groups.

Lemma 8.24. Let φ : G→ H be a surjective group homomorphism. Then there is a bijective correspondence

between the subgroups of G containing kerφ and the subgroups of H. Moreover, if N is a subgroup of H,

then N is normal in H if and only if φ−1(N) is normal in G.

Theorem 8.25 (3rd Isomorphism Theorem). Let G be a group, and let N be a normal subgroup of G.

(i) Every subgroup of G/N is of the form H/N for subgroup H of G such that N ⊆ H.
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(ii) If N ⊆ H and H is normal in G, then there exists an isomorphism

φ : (G/N)/(H/N) → G/H

of quotient groups.

Definition 8.26. A groupG is simple if it does not have any proper normal subgroups, i.e., normal subgroups

N such that {e} ⊂ N ⊂ G.

Remark. Given a group G, we can take a proper normal subgroup G1 and study the properties of G1 and

G/G1. We may split G1 and G/G1 further, recursing until we get a tree of subgroup relations such that the

“leaves” of the tree have no proper normal subgroups. We call the simple subgroups the composition factors

of G.

Theorem 8.27. Every finite simple group is isomorphic to one of the following classes of groups:

(i) Z/(p) for some prime p,

(ii) An for some n ̸= 4,

(iii) “groups of Lie type”,

(iv) “sporadic groups”,

(v) “Tits group”.

Theorem 8.28. If G is a simple abelian group, then G ∼= Z/(p) for some prime p.

8.5 Alternating Groups are Simple

Lemma 8.29. Let σ ∈ Sn and let (a0a1 · · · ak−1) ∈ Sn be a k-cycle. Then

σ · (a0a1 · · · ak−1) · · ·σ−1 = (σ(a0)σ(a1) · · ·σ(ak−1))

in Sn.

Theorem 8.30. For n ̸= 4, the alternating group An is simple.

Theorem 8.31. For n ≥ 5, the normal subgroups of Sn are {e}, An, Sn.

9 Topics in Group Theory

9.1 Direct Products

Remark. If G = G1×G2, then G has subgroups G1×{e}, {e}×G2 isomorphic to G1, G2 respectively; these are

normal subgroups. Moreover, every g ∈ G is equal to a product (g1, e) · (e, g2) for a unique (g1, e) ∈ G1×{e}
and (e, g2) ∈ {e} ×G2. In fact, these properties are enough to show that G is a product.

Theorem 9.1. Let G be a group, and suppose there exist normal subgroups N1, . . . , Nk such that the

function f : N1×· · ·×Nk → G defined by f((n1, . . . , nk)) = n1 · · ·nk is bijective. Then f is an isomorphism.

9.2 Finite Abelian Groups

Definition 9.2. Let G be an abelian group. For a positive integer n ∈ Z≥1, we say that an element a ∈ G

is n-torsion if na = 0.
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Lemma 9.3. Let G be an abelian group.

(i) If a ∈ G is n-torsion, then ma = n/ gcd(m,n) for any m ∈ Z.
(ii) If a1 ∈ G is n1-torsion and a2 ∈ G is n2-torsion, then a1 + a2 is lcm(n1, n2)-torsion.

Lemma 9.4. Let G be an abelian group. Let m,n ∈ Z be positive integers such that gcd(m,n) = 1.

(i) If a ∈ G is m-torsion and n-torsion, then a = 0.

(ii) If a ∈ G is mn-torsion, then there exists b, c ∈ G such that b is m-torsion, c is n-torsion, and a = b+ c.

Definition 9.5. Let G be an abelian group. Given a prime p, we define

G(p) = {a ∈ G : pra = 0 for some r ≥ 0}.

Lemma 9.6. Let G be a finite abelian group of order |G| = pe11 · · · perr . Then the function f : G(p1)× · · · ×
G(pr) → G defined by f((a1, . . . , ar)) = a1 + · · ·+ ar is an isomorphism.

Definition 9.7. We say that a group G is a p-group if every element of G has order pr for some r ≥ 0.

Lemma 9.8. Let G be a finite abelian p-group, and let a ∈ G be an element of maximal order. Then there

exists a subgroup K ⊆ G such that G ∼= ⟨a⟩ ×K.

Lemma 9.9. Every finite abelian p-group is isomorphic to

Z/(pm1)× · · · × Z/(pmr )

for some r ≥ 0 and positive integers m1 ≥ · · · ≥ mr.

Lemma 9.10. Let G,H be abelian groups. Then p(G×H) ∼= pG× pH.

Lemma 9.11. For any m ≥ 1, we have an isomorphism p(Z/(pm)) ∼= Z/(pm−1).

Lemma 9.12. Let G,H be abelian groups, and let f : G → H be a group homomorphism. For any prime

p, we have f(G(p)) ⊆ H(p).

Lemma 9.13. Let p, q be distinct primes. If G is abelian q-group, we have G(p) = 0.

Lemma 9.14. Let G,H be abelian groups. Then (G×H)(p) ∼= G(p)×H(p).

Theorem 9.15. Let G be a finite abelian group of order n = pe11 · · · perr . Then there exist unique partitions

ei = ei,1 + · · ·+ ei,λi
such that

G ∼=
r∏

i=1

λi∏
j=1

Z/(pei,ji ).

Lemma 9.16. For any positive integer n = pe11 · · · perr , the number of isomorphism classes of finite abelian

groups of order n is

N(e1) · · ·N(er)

where N(e) denotes the number of partitions of e.

9.3 Group Actions

Definition 9.17. Let G be a group and let X be a set. A group action of G on X is a function ρ : G×X → X

satisfying the following:
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(i) We have

ρ(g1g2, x) = ρ(g1, ρ(g2, x))

for all g1, g2 ∈ G and x ∈ X.

(ii) We have

ρ(e, x) = x

for all x ∈ X.

If X is a set equipped with an action of G, we sometimes say that X is a G-set. If X1, X2 are two G-sets,

a function φ : X1 → X2 is called G-equivariant if φ(gx1) = gφ(x1) for all x1 ∈ X1 and g ∈ G. We will also

write “g · x” or gx to mean ρ(g, x). We will say g fixes x if gx = x.

Definition 9.18. For any set X, let

Pk(X) = {S ∈ P(X) : |X| = k}

be the set of subsets of X of size k. Note that we have

|Pk(X)| =
(
|X|
k

)
for any 0 ≤ k ≤ |X|.

Definition 9.19. Given a group G and any 0 ≤ k ≤ |G|, there are three natural actions on G on Pk(G):

(i) The function ρ : G× Pk(G) → Pk(G) defined by

ρ(G,S) = gS = {gs : s ∈ S}

is called the left multiplication action on G on Pk(G). If S is a left coset of some subgroup H of order

|H| = k, then so is gS.

(ii) The function ρ : G× Pk(G) → Pk(G) defined by

ρ(G,S) = Sg−1 = {sg−1 : s ∈ S}

is called the right multiplication action on G on Pk(G). If S is a right coset of some subgroup H of

order |H| = k, then so is Sg−1.

(iii) The function ρ : G× Pk(G) → Pk(G) defined by

ρ(G,S) = gSg−1 = {gsg−1 : s ∈ S}

is called the conjugation action of G on Pk(G). If S is a subgroup of G, then so is gSg−1.

Remark. Let ρ : G × X → X be an action G on X. Given an element g ∈ G, we can define a function

αg : X → X by αg(x) = gx. Given g1, g2 ∈ G, we have

αg1(αg2(x)) = g1(g2(x)) = (g1g2)(x) = αg1g2(x),

so

αg1 ◦ αg2 = αg1g2

in S(X); since

αg ◦ αg−1 = αg−1 ◦ αg = αe = idX ,

each αg is a bijection, and moreover the function

α : G→ S(X)
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defined by g → αg is a group homomorphism.

Conversely, given a group homomorphism α : G→ S(X), we can construct an action of G on X defined

by ρ(g, x) = α(g)(x) for all g ∈ G and x ∈ X, and one can show that these constructions are inverse to ecah

other, i.e., there is a bijective correspondence

{group actions G×X → X} ⇐⇒ {group homomorphism G→ S(X)}.

Definition 9.20. Let G be a group acting on X. For any x ∈ X, let ϵx : G→ X be the function defined by

ϵx(g) = gx. The orbit of x is the image

orbG(x) = ϵx(G) = {x′ ∈ X : x′ = gx for some g ∈ G}.

The set of orbits of this action is denoted X/G. The stabilizer of x is the preimage

stabG(x) = ϵ−1
x (x) = {g ∈ G : gx = x}.

The stabilizer of any x ∈ X is a subgroup of G.

Lemma 9.21. Let G be a group acting on X. The stabilizer of any x ∈ X is a subgroup of G.

Lemma 9.22. Let G be a group acting on X. Every element of X is in an orbit, and distinct orbits are

either equal or disjoint. Thus X is a disjoint union of orbits

X =
⋃

O∈X/G

O

and

|X| =
∑

O∈X/G

|O|

if X is finite.

Theorem 9.23 (The Orbit-Stabilizer Theorem). Let G be a group acting on X. For any x ∈ X, there

exists a bijection

G/stabG(x) → orbG(x)

of sets. In particular, we have

|G| = |stabG(x)| · |orbG(x)|

if |G| is finite.

Lemma 9.24 (Burnside’s Lemma). Let G be a finite group acting on a finite set X. Then

|X/G| = 1

|G|
∑
g∈G

|Xg|

where Xg = {x ∈ X : gx = x} denotes the set of x ∈ X fixed by g.

9.4 Sylow Theorems

Definition 9.25. For any action G on X, let

FixG(X) = {x ∈ X : gx = x for all g ∈ G}
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be the set of elements of X that are fixed by every g ∈ G. In other words, for any x ∈ X, we have

x ∈ FixG(X) ⇔ stabG(x) = G ⇔ |orbG(x)| = 1

where the second equivalence is by Theorem 9.23. Thus we have an equality

FixG(X) =
⋃

O∈X/G,|O|=1

O

of subsets of X.

Lemma 9.26. Let p be a prime, and suppose G is a group of order |G| = pn acting on a finite set X. Then

|X| ≡ |FixG(X)| (mod p).

Theorem 9.27 (Cauchy’s Theorem). Let G be a finite group. For any prime p dividing |G|, there exists

an element g ∈ G with ord(g) = p.

Lemma 9.28. If G is a finite p-group, then |G| = pk for some k.

Definition 9.29. Let G be a group, let p be prime dividing |G|. Suppose |G| = pkn where gcd(p, n) = 1. A

subgroup H of G is called a Sylow p-subgroup of G if |H| = pk. We denote by Sylp(G) ⊂ Ppk(G) the set of

Sylow p-subgroups of G.

Theorem 9.30 (Sylow’s Theorem). Let G be a group, and let p be a prime dividing |G|, and say |G| = pkn

where gcd(p, n) = 1.

(i) For any 0 ≤ i ≤ k − 1 and any subgroup H with |H| = pi, there exists a subgroup H ′ satisfying

|H ′| = pi+1 and H ⊂ H ′. In particular, Sylp(G) ̸= ∅.
(ii) For any two H1, H2 ∈ Sylp(G), there exists g ∈ G such that gH2g

−1 = H1.

(iii) Let np = |Sylp(G)| denote the number of Sylow p-subgroups of G. Then np divides |G| and np ≡ 1

(mod p). Furthermore, for any Sylow p-subgroup H, we have np = [G : NG(H)].

Lemma 9.31. Let G be a finite group, and let p be a prime dividing |G|. Then np = 1 if and only if there

is a normal Sylow p-subgroup.

9.5 Applications of Sylow Theorems

Lemma 9.32. If |G| = 63, then G is not simple.

Lemma 9.33. Let p, q be distinct primes and let G be a group of order |G| = pqs for some s. If np = qs,

then nq = 1.

Lemma 9.34. If |G| = 56, then G is not simple.

Lemma 9.35. Let |G| = pq for distinct primes p, q such that p ∤ q − 1 and q ∤ p− 1, then G ∼= Z/(pq).

Lemma 9.36. Let |G| = pn for some prime p and n ≥ 1, then the center Z(G) is nontrivial.

Lemma 9.37. If |G| = pn for some prime p and n ≥ 2, then G is not simple.

Lemma 9.38. If |G| = p2 for some prime p, thenG is abliean. Hence eitherG ∼= Z/(p2) orG ∼= Z/(p)×Z/(p).
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Lemma 9.39. If |G| = p2q for distinct primes p, q such that q ̸≡ 1 (mod p) and p2 ̸≡ 1 (mod q), then either

G ∼= Z/(p2q) or G ∼= Z(p)× Z/(pq).

Lemma 9.40. If |G| = p2q for distinct primes p, q, then G is not simple.

10 Arithmetic in Integral Domains

10.1 Euclidean Domains

Definition 10.1. Let R be an integral domain. We say that R is a Euclidean domain (ED) if there exists

a function

δ : R \ {0R} → Z≥0

satisfying

(i) if a, b ∈ R \ {0R} and b | a, then δ(b) ≤ δ(a);

(ii) if a, b and b ̸= 0R, then there exist q, r ∈ R such that a = bq + r and either r = 0 or δ(r) < δ(b).

The function δ is called a Euclidean function for R.

Remark. If δ is a Euclidean function of the integral domain R, then we can generate infinitely more Euclidean

function on R as follows: let κ : Z≥0 → Z≥0 be any injective function which is order-preserving, i.e. if n1 < n2
then κ(n1) < κ(n2). Then the composition

k · δ : R \ {0R} → Z≥0

is also a Euclidean function for R. In general, we prefer the “simplest” Euclidean function.

Lemma 10.2. For any commutative ring R has any elements x1, y1, x2, y2, A ∈ R, we have

(x21 −Ay21)(x
2
2 −Ay22) = (x1x2 +Ay1y2)

2 −A(x1y2 + x2y1)
2

in R.

10.2 Principal Ideal Domains

Definition 10.3. Let R be an integral domain. We say that R is a principal ideal domain (PID) if every

ideal of R is a principal ideal.

Theorem 10.4. If R is an ED, then R is a PID.

Lemma 10.5. Let R be a PID and a ∈ R be a nonzero element. Then a is prime if and only if a is

irreducible.

Lemma 10.6. Let R be a PID and P be a nonzero prime ideal of R. Then P is a maximal ideal.

10.3 Unique Factorization Domains

Definition 10.7. Let R be an integral domain. We say that R is a unique factorization domain (UFD) if:

(i) for every nonzero non-unit a ∈ R, there exist irreducible p1, . . . , pr ∈ R (with r ≥ 1) such that

a = p1 · · · pr;
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(ii) if r, s ∈ Z≥1 and p1, . . . , pr, q1, . . . , qs ∈ R are irreducible elements such that

p1 · · · pr = q1 · · · qs

then r = s and there exist a permutation σ of {1, . . . , r} such that p1, qσ(i) are associates for all

i = 1, . . . , r.

Theorem 10.8. If R is a PID, then R is a UFD.

Lemma 10.9. Let R be a UFD and a ∈ R be a nonzero element. Then a is prime if and only if a is

irreducible.

Theorem 10.10. Let R be a Noetherian integral domain. The following are equivalent:

(i) R is a UFD;

(ii) every irreducible element of R is prime.

Theorem 10.11. If R is a UFD, then R[x] is a UFD.

Definition 10.12. Let R be an integral domain. Let IR be the set of (nonzero) principal ideals of R. Let

PR be the set of (nonzero) prime principal ideals of R. Let SR be the set of functions e : PR → Z≥0 such

that e−1(Z≥1) is finite. Let φR : SR → IR be the function

e→
∏

P∈e−1(Z≥1)

P e(P ).

Theorem 10.13. If R is a UFD, the map φR is a bijection.

Definition 10.14. Let R be an integral domain, and a1, . . . , an ∈ R be elements. Let CD(a1, . . . , an) be

the set of common divisors of a1, . . . , an. An element g ∈ CD(a1, . . . , an) is a greatest common divisor (gcd)

of a1, . . . , an if d | g for all d ∈ CD(a1, . . . , an). The gcd may not exist in an arbitrary integral domain.

Lemma 10.15. Let R be an integral domain, and a1, . . . , an ∈ R be elements, and suppose g ∈ R is a gcd

of a1, . . . , an. For any g
′ ∈ R, we have g′ is a gcd of a1, . . . , an if and only if g, g′ are associates.

Remark. Each time we enlarge the class of rings under consideration, we give up on some property of the

gcd:

Property Z F [x] ED PID UFD integral domains

literally ”greatest” ✓ × × × × ×
unique ✓ ✓ × × × ×

computable via Euclidean algorithm ✓ ✓ ✓ × × ×
linear combination of a1, . . . , an ✓ ✓ ✓ ✓ × ×

exists ✓ ✓ ✓ ✓ ✓ ×

10.4 Quadratic Integer Rings

Lemma 10.16. Let d ∈ Z be an integer which is note a perfect square We define the ring

Z[
√
d] = {s+ t

√
d : s, tıZ}.

There is a norm function

N : Z[
√
d] → Z
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defined

N(s+ t
√
d) = (s+ t

√
d)(s− t

√
d) = s2 − dt2

for all s, t ∈ Z. Given the norm function N ,

(i) for all a, b ∈ Z[
√
d], N(a · b) = N(a) ·N(b);

(ii) N(a) = 0 if and only if a = 0;

(iii) a ∈ Z[
√
d] is a unit if and only if N(a) = ±1.

Lemma 10.17. Let Z[
√
d] be the ring defined in Lemma 10.16. If d > 0 then there are infinitely many units

in Z[
√
d], and if d < 0 then there are only finitely many units in Z[

√
d]. In fact, if d = −1 then the units of

Z[i] = Z[
√
d] are ±1,±i; if d ≤ −2 then the units of Z[

√
d] = ±1.

Lemma 10.18. Let Z[
√
d] be the ring defined in Lemma 10.16. If a ∈ Z[

√
d] is an element such that N(a)

is irreducible in Z, then a is irreducible in Z[
√
d].

Lemma 10.19. In Z[
√
d], every nonunit is equal to a product of irreducible elements.

Lemma 10.20. If p ∈ Z[i] is an irreducible element, then p is an associate of exactly one of the following:

(i) a positive prime r ∈ Z such that r ≡ 3 (mod 4);

(ii) r + si where r2 + s2 is a prime of Z.

10.5 Dedekind Domains

Definition 10.21. Let R be a ring and S ⊆ R be a subring.

(i) An element R ∈ R is said to be integral (or algebraic) if there exists a monic polynomial f ∈ S[x] such

that f(r) = 0.

(ii) The integral closure of S in R is the subset S ⊆ R consisting of elements of R that are integral over S.

(iii) We say that S is integrally closed in R if S = S.

Theorem 10.22. Let R be a ring and S ⊆ R be a subring. Let S be the integral closure of S in R.

(i) S is a subring of R;

(ii) S is integrally closed in R.

Definition 10.23. A ring R is called a Dedekind domain if:

(i) R is an integral domain;

(ii) R is Noetherian, i.e. every ideal of R is finitely generated;

(iii) R is integrally closed in its field of fractions;

(iv) dim(R) = 1.

Theorem 10.24. Let K be a subfield of C such that K is finite-dimensional Q-vector space, and let OK be

the integral closure of Z in K. Then OK is a Dedekind domain.

Theorem 10.25. Let R be a Dedekind domain. Then R is a PID if and only if R is a UFD.

Definition 10.26. Let R be a ring, and let IR be the set of nonzero ideal of R, and let PR be the set of

nonzero prime ideals of R, and let SR be the set of functions e : PR → Z≥0 such that e−1(Z≥1) is finite. Let
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φR : SR → IR be the function defined by

φR(e) =
∏

P∈e−1(Z≥1)

P e(P ).

Theorem 10.27. If R is a Dedekind domain, then φR is a bijection.

10.6 Field of Fractions of Integer Domains

Definition 10.28. Let R be an integral domain. Let S = R× (R\{0R}) and we declare that (a, b) ∼ (a′, b′)

if ab′ = a′b. In this case, (a, b), (a′, b′) ∈ S are called equivalent. Check that this defines an equivalence

relation on S. The set of equivalence classes of S is called Frac(R), called the fraction field of R. Let

[a, b] = {(c, d) ∈ S : (a, b) ∼ (c, d)}

denote the equivalence class containing (a, b). The addition and multiplication on Frac(R) is defined by

[a, b] + [c, d] = [ad+ bc, bd]

[a, b] · [c, d] = [ac, bd]

for all [a, b], [c, d] ∈ Frac(R).

There is a function ξ : R → Frac(R) defined by r → [r, 1R] for all r ∈ R that is an injective unital

ring homomorphism. If R is a field, then it is an isomorphism. Thus, we may identify R with the set of

elements of the form [r, 1R]. Under this identififcation, we see that the element [a, b] ∈ Frac(R) does indeed

behave like the fraction “a/b”, in the sense that it is “an element which, multiplied by b, gives a”, i.e.,

[b, 1R] · [a, b] = [a, 1R].

Lemma 10.29. Given an integral domain R, a field F , and an injective unital ring homomorphism φ : R→ F

there exists a field embedding φ′ : Frac(R) → F such that φ = φ′ ◦ ξ.

Remark. In general, suppose R is a commutative ring with identity. For any prime ideal P or R, we can

construct the residue field of P as follows: construct the quotient R/P , which is an integral domain, then

construct the fraction field Frac(R/P )

11 Field Extensions

11.1 Field Extensions

Definition 11.1. If F is a subfield of a field K, we say that K is a field extension of F , denoted “K/F” or

“F ⊂ K”. A field embedding is a unital ring homomorphism φ : F → K, where F and K are fields. Here

φ is necessarily injective by Lemma 11.2, hence φ induces an isomorphism F ∼= φ(F ), we often (implicitly)

identify the field embedding F → K with the induced field extension φ(F ) ⊂ K.

Lemma 11.2. Let F be a field, let R be any nonzero commutative ring with identity, and let φ : F → R be

a unital ring homomorphism. Then φ is injective.

11.2 Simple Extensions

Definition 11.3. For any commutative ring R with identity, there is a unique (unital) ring homomorphism

ϵR : Z → R, namely n → n · 1R (we usually abbreviate n · 1R as “n”). By the First Isomorphism Theorem,

there is an injective ring homomorphism Z/ ker ϵR → R. If F is a field, then Z/ ker ϵF is isomorphic to a
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subring of a field, so it is an integral domain, so ker ϵF is a prime ideal of Z. Thus ker ϵF is of the form (ℓ)

for some nonnegative integer ℓ ∈ Z≥0 which is either 0 or a postive prime integer p; this unique nonnegative

integer ℓ satisfying ker ϵF = (ℓ) is called the characteristic of F , denoted charF .

Lemma 11.4. Let F be a field.

(i) If charF = 0, then F is an extension of Q.

(ii) If charF = p, then F is an extension of Fp.

Lemma 11.5. Let F,K be fields. If there exists a field embedding φ : F → K, then charF = charK.

Remark. By the previous lemma, if F1, F2 are fields of different characteristic, then there is no field embedding

F1 → F2 or F2 → F1.

Definition 11.6. The degree of the extension K/F is the dimension of K as an F -vector space, and it is

denoted [K : F ] = dimF K. If [K : F ] is finite, we say that K/F is a finite extension.

Lemma 11.7. Let K/F be a field extension. Then [K : F ] = 1 if and only if F = K.

Lemma 11.8. Let F ⊆ K ⊆ K be field extensions.

(i) If V = {v1, . . . , vn} is an F -basis for L, then U = {viwj : 1 ≤ 1 ≤ n, 1 ≤ j ≤ m} is an F -basis for L.

(ii) The extension F ⊂ L is finite if and only if F ⊂ K and K ⊂ L are finite, in which case we have an

equality

[L : F ] = [L : K][K : F ]

of degrees.

Definition 11.9. Let K/F be an extension, and let S ⊂ K be a subset. The intersection of all subfields of

K that contain F and S is denoted F (S) and called the “field obtained by adjoining S of F”.

Remark.

(i) We can write any finitely generated extension F (u1, . . . , un)/F as a composition of simple extensions:

F ⊆ F (u1) ⊆ F (u1, u2) ⊆ · · · ⊂ F (u1, . . . , un−1) ⊆ F (u1, . . . , un).

(ii) The inclusion F ⊆ F (S) is an equality if and only if S ⊂ F .

Lemma 11.10. Let K/F be an extension, let S, T ⊂ K be subsets. Then

F (S, T ) = (F (S))(T )

as subfields of K. In particular, for any u1, . . . , un ∈ K, we have

F (u1, . . . , un) = ((F (u1, . . . , un−1))(un))

in K.

Lemma 11.11. Let R,S be commutative rings with identity, and let σ : R→ S be a unital ring homomor-

phism. For any u ∈ S, there exists a unique ring homomorphism φu : R[x] → S satisfying φu(x) = x.

Definition 11.12. Let K/F be a field extension, and let u ∈ K be an element. Let

φu : F [x] → K
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be the F -homomorphism sending x→ u.

(i) If φu is injective, we say that u is transcendental over F .

(ii) If φu is not injective, we say that u is algebraic over F .

Lemma 11.13. If u is transcendental over F , then there is a F -isomorphism F (x) ∼= F (u).

Definition 11.14. In Definition 11.12, suppose that u is algebraic over F . Since F [x] is a PID, there exists

a unique monic polynomial

mu,F ∈ F [x]

such that

kerφu = (mu,F )

as ideals of F [x]; this mu,F is called the minimal polynomial of u over F . The degree of mu,F is called the

degree of u over F .

Lemma 11.15. Let K/F be a field extension, and let u ∈ K be algebraic over F with minimal polynomial

mu,F ∈ F [x]. Set n = degmu,F . Then

(i) There is an F -isomorphism F [x]/(mu,F ) ∼= F (u).

(ii) The set {1, u, . . . , un−1} is an F -basis of F (u).

(iii) We have [F (u) : F ] = n.

Lemma 11.16. Let K/F be a field extension. If f ∈ F [x] is a monic irreducible polynomial and u ∈ K is a

root of f in K, then mu,F = f .

Remark. Given an extensionK/F , we often want to compute the degree [K : F ]. We can reduce to computing

the degrees of simple extensions F (u)/F . We have [F (u) : F ] = degmu,F so the task is equivalent to

determining the minimal polynomial mu,F . We do this in two steps:

(i) Find some monic polynomial f ∈ F [x] such that f(u) = 0.

(ii) Prove that f is irreducible.

Lemma 11.17. Let F1 ⊂ F2 ⊂ K be field extensions, and let u ∈ K be algebraic over F1. Then u is

algebraic over F2, and mu,F2
| mu,F1

in F2[x]. In particular, degmu,F2
≤ degmu,F1

.

Lemma 11.18. Let K/F be an extension, and u1, . . . , un ∈ K be algebraic over F . Then an F -basis for

F (u1, . . . , un) is

{ue11 · · ·uenn : 0 ≤ ei ≤ di for 1 ≤ i ≤ n}

where we define di = degmu1,F (u1,...,ui−1) for all 1 ≤ i ≤ n. Thus

[F (u1, . . . , un) : F ] = d1 · · · dn

and F (u1, . . . , un)/F is a finite extension.

Remark. If we reorder the u1, . . . , un, the F -basis that we get will in general be different; this is because the

bound di = degmu1,...,ui−1
depends on the fact that u1, . . . , ui−1 are adjoined before ui.

Lemma 11.19. Let F be a field with charF ̸= 2, and let a, b ∈ F be elements such that a, b, ab are not square

in F . For any extension, K/F containing
√
a,
√
b,
√
ab, the set {1,

√
a,
√
b,
√
ab} is linearly independent over

F , i.e., [F (
√
a,
√
b) : F ] = 4.
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11.3 Algebraic Extensions

Definition 11.20. Let K/F be a field extension. We say that K/F is an algebraic extension if every element

of K is algebraic over F .

Lemma 11.21. If K/F is a finite extension, then it is an algebraic extension.

Lemma 11.22. Let K/F be a field extension, and let F ′ ⊂ K be the set of elements of K that are algebraic

over F . Then F ′ is a field extension of F .

Lemma 11.23. Let F ⊂ K ⊂ L be field extensions. If F ⊂ K and K ⊂ L are algebraic, then F ⊂ L is

algebraic.

Remark. We say that an extension K/F is an algebraic closure of F if:

(i) K/F is an algebraically extension, and

(ii) K is algebraically closed (i.e. every nonconstant f ∈ K[x] has a root in K).

For any field F , it is known that

(i) (existence) There exists an algebraic closure K/F of F .

(ii) (uniqueness) Given two algebraic closures K1/F and K2/F of F , there exist an F -isomorphism K1
∼=

K2.

11.4 Splitting Fields

Definition 11.24. Let F be a field, f ∈ F [x] be a monic polynomial, and K/F a field extension. We

say that f splits over K if there exists elements u1, . . . , un ∈ K, not necessarily distinct, such that f =

(x− u1) · · · (x− un) in K[x].

Lemma 11.25. Let F be a field, and let (u1, . . . , un), (u
′
1, . . . , u

′
n) ∈ Fn be n-tuples of elements such that

(x− u1) · · · (x− un) = (x− u′1) · · · (x− u′n)

in F [x]. Then there exists a permutation σ ∈ Sn such that (u1, . . . , un) = (s′σ(1), . . . , u
′
σ(n)).

Lemma 11.26. Let F be a field, and let f ∈ F [x] be a monic polynomial. Then there exists a field extension

F ⊆ E such that f splits over E.

Definition 11.27. Let F be a field, and let f ∈ F [x] be a polynomial. A splitting field of f over F is an

extension K/F such that

(i) f splits over K, and

(ii) if F ⊆ L ⊆ K and f splits over L, then L = K.

Lemma 11.28. Let F be a field, and let f ∈ F [x] be a monic polynomial, and suppose F ⊂ E is any field

etension such that f splits over E as f = (x− u1) · · · (x− un) for some u1, . . . , un ∈ E.

(i) The extension F (u1, . . . , un)/F is a splitting field for f over F .

(ii) We have [F (u1, . . . , un) : F ] ≤ n!.

Theorem 11.29. Let F be a field, and let f ∈ F [x] be a polynomial. Then there exists an extension K/F

which a splitting field for f over F .
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Lemma 11.30. Let F be a field, f ∈ F [x] be a polynomial, and let K/F be a splitting field of f over F .

For any field F ′ such that F ⊆ F ′ ⊆ K, the extension K/F ′ is a splitting field of f over F ′.

Lemma 11.31 (Isomorphism Extension Theorem). Let ϕ : F1 → F2 be an isomorphism of fields. For

i = 1, 2, letK1/Fi be a field extension, and let ui ∈ K1 be an element which is algebraic over Fi, with minimal

polynomial mui,Fi ∈ Fi[x]. If ϕ(mu1,F1) = mu2,F2 , there exists a unique isomorphism ϕ̃ : F1(u1) → F2(u2)

such that ϕ̃(u1) = u2 and ϕ̃ extends ϕ.

Theorem 11.32. (Splitting fields are unique) Let ϕ : F1 → F2 be an isomorphism of fields. For i = 1, 2, let

fi ∈ Fi[x] be a polynomial, and let Ki/Fi be a splitting field of fi over Fi. If f2 = ϕ(f1), then there exists

an isomorphism ϕ′ : K1 → K2 which extends ϕ.

Definition 11.33. An algebraic extension K/F is a normal extension if, for every u ∈ K, the minimal

polynomial mu,F ∈ F [x] splits over K.

Theorem 11.34. Let K/F be a finite extension. The following are equivalent:

(i) The extension K/F is a splitting field for some polynomial f ∈ F [x];

(ii) The extension K/F is a normal extension.

11.5 Separability

Definition 11.35. Let F be a field and let f =
∑

i=0 aix
i ∈ F [x] be a polynomial. The derivative of f is

f ′ =
∑

i=1 iaix
i−1 ∈ F [x].

Lemma 11.36. Let F be a field.

(i) Given c ∈ F and f ∈ F [x], we have (cf)′ = cf ′.

(ii) Given f, g ∈ F [x], we have (f + g)′ = f ′ + g′.

(iii) Given f, g ∈ F [x], we have (fg)′ + f ′g + fg′.

Lemma 11.37. For F be a field. For a polynomial f ∈ F [x] of degree n, the following are equivalent:

(i) gcd(f, f ′) = 1

(ii) For all extensions K/F such that f splits over K, f has n distinct roots in K.

(iii) There exists an extension K/F such that f splits over K and f has n distinct roots in K.

Definition 11.38. Let F be a field. A polynomial f ∈ F [x] is a seprable polynomial if the conditions of

the previous lemma are satisfied; otherwise, f is inseparable. Let K/F be a field extension, and let u ∈ K

be algebraic over F . We say that u is a separable element over F if its minimal polynomial mu,F ∈ F [x]

is a separable polynomial. An algebraic extension K/F is separable extension if every element u ∈ K is

separable over F .

Lemma 11.39. Let F be a field, and let f ∈ F [x] be a monic irreducible polynomial. Then f ′ ̸= 0 if and

only if f is separable.

Lemma 11.40. Let F be a field of charF = 0.

(i) Every irreducible polynomial f ∈ F [x] is separable.

(ii) Every algebraic extension K/F is a separable extension.

Theorem 11.41 (Primitive Element Theorem). Let K/F be a finite separable extension. Then there
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exists some u ∈ K such that K = F (u).

11.6 Finite Fields

Lemma 11.42. Let F be a finite field. Then charF = p for some prime p (hence Fp ⊆ F ).

Lemma 11.43. Let F be a finite field. Then |F | = pn where p = charF and n = [F : Fp].

Lemma 11.44. Let F be a field of charF = p. For any positive integer n, the subset

F = {u ∈ F : up
n

= u}

is a subfield of F .

Lemma 11.45. Let p is a prime.

(i) The polynomial xp
n − x ∈ Fp[x] is separable.

(ii) If m | n, then xpm − x | xpn − x.

Theorem 11.46. Let F be a finite field and set p = charF . The following are equivalent:

(i) We have |F | = pn.

(ii) The extension F/Fp is a splitting field of xp
n − x over Fp.

Theorem 11.47. Let P be a prime, and let n be a positive integer.

(i) There exists a field F of order pn.

(ii) If F1, F2 are both fields of order pn, then F1
∼= F2.

(iii) If F1, F2 are subfield of K of order pn, then F1 = F2.

Definition 11.48. The field of order pn is unique and denoted Fpn .

Lemma 11.49. We have Fpm ⊆ Fpn if and only if m | n.

Lemma 11.50. Let K be a field, and let G ⊆ K× be a finite subgroup. Then G is cyclic.

Theorem 11.51 (Primitive Element Theorem for Finite Fields). Let K/F be an extension of finite

fields. Then there exists some u ∈ K such that K = F (u).

Lemma 11.52. Let p be a prime. For any positive integer n, there exists a monic irreducible polynomial

f ∈ Fp[x] of degree deg f = n.

Lemma 11.53. Let p be a prime. For any positive integer n, we have

xp
n

− x =
∏

d|n,f∈Md

f

in Fp[x], where “Md” denotes the set of monic irreducible polynomials of degree d in Fp[x].

Lemma 11.54. Let K/F be an extension of finite fields. Then the extension K/F is normal and separable.
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12 Galois Theory

12.1 Automorphism Groups

Definition 12.1. Let K be a field. The set of field automorphisms φ : K → K is denoted Aut(K); this is a

group under composition called the automorphism group. Let K/F be a field extension. An automorphism

φ ∈ Aut(K) is an F -automorphism if φ(a) = a for all a ∈ F (we also say that φ fixes F ). The subset

Aut(K/F ) = {φ ∈ Aut(K) : φ(a) = a for all a ∈ F}

of F -automorphism of K is a subgroup of Aut(K).

Lemma 12.2. Let F be a field, and let f ∈ F [x] be a polynomial.

(i) Let K/F be a field extension, and let φ ∈ Aut(K/F ); if u ∈ K is a root of f , then φ(u) ∈ K is also a

root of f .

(ii) Assume that f is monic irreducible over F and that K/F is the splitting field of f over F . If u, v ∈ K

are two roots of f , then there exists some φ ∈ Aut(K/F ) such that φ(u) = v.

Lemma 12.3. Let K/F be a field extension, and let S ⊂ K be a generating set for K/F (so that K = F (S)).

If φ1, φ2 ∈ Aut(K/F ) are two F -automorphisms such that φ1(s) = φ2(s) for all s ∈ S, then φ1 = φ2.

Lemma 12.4. If K/F is a finite extension, then Aut(K/F ) is a finite group.

Lemma 12.5. Let F be a field, f ∈ F [x] be a polynomial, and K/F be a splitting field of f over F . If there

are n distinct roots of f in K, there is an injective group homomorphism

Aut(K/F ) → Sn

where Sn is the symmetric group of degree n. In particular, |Aut(K/F )| ≤ n!.

Lemma 12.6. Let F be a field, f ∈ F [x] be a polynomial, and K/F be a splitting field of f over F . Then

(i) |Aut(K/F )| ≤ [K : F ];

(ii) if f is separable, then |Aut(K/F )| = [K : F ].

12.2 Galois Theory

Definition 12.7. Let K be a field and G ⊆ Aut(K) be a subgroup. The set

KG = {a ∈ K : φ(a) = a for all φ ∈ G}

is a subfield of K, called the fixed field of G.

Remark. (Galois correspondence) For a field K, there are functions between the subgroups of Aut(K) and

the subfields of K defined by

F (G) = KG G(F ) = Aut(K/F )

for any subgroup G ⊆ Aut(K) and subfield F ⊆ K.

Lemma 12.8. Let K be a field.

(i) If G1 ⊆ G2 are two subgroups of Aut(K), then KG1 ⊇ KG2 .

(ii) If F1 ⊆ F2 are two subfields of K, then Aut(K/F!) ⊇ Aut(K/F2).
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Remark. Let K be a field. For a subfield F of K, we have an inclusion F ⊆ KAut(K/F ) of subfields of K.

For any subgroup G of Aut(K), we have an inclusion G ⊆ Aut(K/KG) of subgroups of Aut(K).

Lemma 12.9. Let K be a field, and let φ1, . . . , φn ∈ Aut(K) be distinct automorphisms of K. Then

{φ1, . . . , φn} is linearly independent over K.

Theorem 12.10. Let K be a field, and let G be a finite subgroup of Aut(K).

(i) The extension K/KG is a finite extension and its degree is [K : KG] = |G|.
(ii) The extension K/KG is separable and normal.

Lemma 12.11. For any finite extension K/F , we have

|Aut(K/F )| ≤ [K : F ].

Lemma 12.12. If G ⊆ Aut(K) is a finite subgroup, then the inclusion G ⊆ Aut(K/KG) is an equality.

Theorem 12.13 (Galois extension). Let K/F be a finite extension. The following are equivalent:

(i) The extension K/F is separable and normal.

(ii) The field K is the splitting field of a separable polynomial f ∈ F [x].

(iii) The inequality |Aut(K/F )| ≤ [K : F ] is an equality.

(iv) The inclusion F ⊆ KAut(K/F ) is an equality.

We say that K/F is a Galois extension if it satisfies the above conditions.

Theorem 12.14 (Fundamental Theorem of Galois Theory). Let K/F be a Galois extension.

(i) The correspondence between the subgroups of Aut(K/F ) and the subfield ofK containing F is bijective.

(ii) Under the correspondence in (i), a subgroup G ⊆ Aut(K/F ) is a normal subgroup if and only if KG/F

is a normal extension.

(iii) If F ⊆ E ⊆ K is an intermediate subfield such that E/F is normal, then there is an isomorphism

Aut(K/F )/Aut(K/E) ∼= Aut(E/F )

of groups.

Lemma 12.15. LetK be a field, and let φ1, . . . , φn ∈ Aut(K) be automorphisms and let G = ⟨φ1, . . . , φn⟩ ⊆
Aut(K) be the subgroup generated by the φi. Then we have

KG = {a ∈ K : φi(a) = a for all i = 1, . . . , n}

as subfields of K.

12.3 Solvability

Definition 12.16. Let K/F be a finite extension. We say that K/F is a radical extension if there is a

sequence of fields

F0 ⊆ · · · ⊆ Ft

such that F0 = F and Ft = K and for all i = 1, . . . , t there exists some ui ∈ Fi and ni ∈ Z≥1 such that

un1
i ∈ Fi−1 and Fi = Fi−1(u).

Lemma 12.17. If F ⊆ F ′ ⊆ F ′′ are field extensions such that F ′′/F ′ and F ′/F are radical extensions, then

F ′′/F is a radical extension.
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Lemma 12.18. If K/F is a field extension such that K = F (u1, . . . , ut) for some u1, . . . , ut ∈ K and for all

1 ≤ i ≤ t there exists ni ∈ Z such that uni
i ∈ F , then K/F is radical.

Definition 12.19. Let f ∈ F [x]. We say that f is solvable by radicals if there exists a radical extension

K/F such that f splits over K.

Definition 12.20. Let F be a field, and let n be a positive integer. An element ζ ∈ F is called an nth root

of unity if ζn = 1F . Let

µn(F ) = {ζ ∈ F : ζn = 1F }

be the set of all nth roots of unity in F ; then µn(F ) is a subgroup of F× of order at most n (hence is cylic).

We say that an nth root of unity ζ ∈ µn(F ) is primitive if ord(ζ) = n as an element of the multiplicative

group F×; equivalently, |µn(F )| = n and ζ is a generator of µn(F ).

Lemma 12.21. Let F be a field, and let n ∈ Z≥1 be a positive integer.

(i) If |µn(F )| = n, then n ̸= 0 in F , i.e., either charF = 0 or charF ∤ n.
(ii) If n ̸= 0 in F , then there exists an extension K/F such that |µn(K)| = n.

Lemma 12.22. Let F be a field, and let K/F be an extension containing a primitive nth root of unity

ζ ∈ K. Then F (ζ)/F is a Galois radical extension, and Aut(F (ζ)/F ) is an abelian group.

Lemma 12.23. Let F be a field containing a primitive nth root of unity ζ ∈ F , K/F be an extension, ad

u ∈ K be an element such that un ∈ F for some n ∈ Z. Then F (u)/F is a Galois radical extension, and

Aut(F (u)/F ) is an abelian group.

Lemma 12.24. Let F be a field of charF = 0, and let K/F be a radical extension. Then there exists an

extension L/K such that L/F is a Galois radical extension.

Definition 12.25. A finite group G is said to be a solvable group if there is a sequence

G0 ⊆ · · · ⊆ Gn

of subgroups of G such that G0 = {e} and Gn = G and for all i = 1, . . . , n, the group Gi−1 is a normal

subgroup of Gi and the quotient Gi/Gi−1 is abelian.

Lemma 12.26. Let G be a solvable group.

(i) For any subgroup H ⊆ G, we have that H is a solvable group.

(ii) For any group homomorphism f : G→ H, we have that f(G) is a solvable group.

Lemma 12.27. If G is a finite, simple, non-abelian group, then G is not solvable.

Lemma 12.28. For any n ≥ 5, the symmetric group Sn is not solvable.

Theorem 12.29. Let F be a field of charF = 0, and letK/F be a Galois radical extension. Then Aut(K/F )

is a solvable group.

Definition 12.30. Let f ∈ F [x] be a polynomial and K/F be a splitting field of f over F . The Galois group

of f is the automorphism group Aut(K/F ).

Theorem 12.31 (Galois’ criterion). Let F be a field of charF = 0, and let f ∈ F [x] be a polynomial.

The following are equivalent:
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(i) f is solvable by radicals;

(ii) the Galois group of f is a solvable group.

Theorem 12.32. Let n ≥ 5 and f ∈ Q[x] be a polynomial of deg f = n. If the Galois group of f is Sn, then

f is not solvable by radicals.

Lemma 12.33. Let G be a subgroup of Sn that contains a 2-cycle (a1a2) and an n-cycle (a1a2 · · · an). Then
G = Sn.

15 Geometric Constructions

Let P = (xP , yP ), Q = (xQ, yQ) ∈ R2 be distinct points. Let

L(P,Q) = {(x, y) ∈ R2 : (x− xP )(yQ − yP ) = (y − yP )(xQ − xP )}

denote the line passing through P and Q. Let

C(P,Q) = {(x, y) ∈ R2 : (x− xP )
2
+ (y − yP )

2
= (xQ − xP )

2
+ (yQ − yP )

2}

denote the circle whose center is P and passes through Q. We can use a straight edge to constrct L(P,Q),

and a compass to construct C(P,Q).

Definition 15.1. We say that a point P ∈ R2 is a constructible point if there exists a finite sequence of

points P0, P1, . . . , Pn ∈ R2 such that P0 = (0, 0), P = (1, 0), and Pn = P , such that for all i ≥ 2, there exists

indices 0 ≤ i1, i2, i3, i4 ≤ i− 1 (not necessarily distinct) such that at least one of the following is true

(i) we have Pi ∈ L(Pi1 , Pi2) ∩ L(Pi3 , Pi4) and L(Pi1 , Pi2) ̸= L(Pi3 , Pi4), or

(ii) we have Pi ∈ C(Pi1 , Pi2) ∩ C(Pi3 , Pi4) and Pi1 ̸= Pi3 , or

(iii) we have Pi ∈ L(Pi1 , Pi2) ∩ C(Pi3 , Pi4).

We say that r ∈ R is a constructible if (r, 0) ∈ R2 is a constructible point. The set of constructible numbers

is denoted C .

Lemma 15.2. Let C ∈ R be the set of constructible numbers.

(i) A point (x, y) ∈ R2 is constructible if and only if x, y ∈ C .

(ii) The set C is a subfield of R (hence contains C ).

(iii) If r ∈ R≥0 and r ∈ C , then
√
r ∈ C .

Lemma 15.3. Let Pi ∈ (xi, yi) ∈ R2 be points for 1 ≤ i ≤ 4 such that P1 ̸= P2 and P3 ̸= P4; let F be a

subfield of R containing {xi, yi}1≤i≤4, and let P = (x, y) ∈ R2 be a point.

(i) If P ∈ L(P1, P2) ∩ L(P3, P4) and L(P1, P2) ̸= L(P3, P4), then x, y ∈ F .

(ii) If P ∈ L(P1, P2) ∩ C(P3, P4), then there exists some u ∈ F such that x, y ∈ F (
√
u).

(iii) If P ∈ C(P1, P2) ∩ C(P3, P4) and P1 ̸= P3, then there exists some u ∈ F such that x, y ∈ F (
√
u).

In particular, the degree [F (x, y) : F ] is either 1 or 2.

Theorem 15.4. For a real number r ∈ R, the following are equivalent:

(i) The number r is a constructible number.

(ii) There exists a sequence of extensions F0 ⊆ · · · ⊆ Fℓ where F0 = Q and r ∈ Fℓ and [Fi : Fi−1] = 2 for

all 1 ≤ i ≤ ℓ.
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Lemma 15.5. If charF ̸= 2 and K/F is an extension of degree [K : F ] = 2, then K = F (u) for some u ∈ K

such that u2 ∈ F .

Lemma 15.6. If P1, P2 ∈ R2 are constructible points, then the distance ||P1P2|| is a constructible number.
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